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ABSTRACT. In this paper, two classes of two- and three-dimensional Hopfield-type neural networks with time delays are considered by using a completely different method from known results. Some necessary and sharper sufficient criteria for the global attractivity of equilibria of the neural networks are presented.

1. Introduction. It is well known that early study on stability of Hopfield-type neural networks mainly dealt with ordinary differential equation models (see, for example, [11, 12]) in which the updating and propagation are assumed to occur instantaneously. However, strictly speaking, the integration and communication delays are ubiquitous both in biological and in artificial neural networks. Hence, investigation on the stability of neural networks with time delays has attracted considerable interest in recent years (see, for example, [1–9, 19, 20] and [14–18, 21–25]).

Hopfield-type neural networks have a broad spectrum of application in various optimization, associative memories, and engineering problems (see, for example, [11, 12]). As is known, engineering applications of neural networks, such as optimization and association, rely crucially on the dynamical behaviors of neural networks. Therefore, qualitative analysis of neurodynamics is indispensable for the practical design of neural network models and tools. When neural networks are applied as associative memories, the equilibria represent the stored patterns, and their stability means that the stored patterns can be retrieved even in the presence of noise. When applied as optimization solvers, the equilibria of the networks characterize all possible optimal solutions of the
optimization problems, and the stability of the networks then ensures the convergence to the optimal solution.

Generally speaking, theoretical analysis on global dynamical properties (such as global asymptotic stability of equilibria or periodic solutions) of neural networks with time delays is still a difficult but a challenging problem in both biology and mathematics. It is known from numerous known results (see, for example, [1–9, 19, 20] and [14–18, 21–25]) that the classic method of Liapunov functions or functionals still plays an important role. On the other hand, the construction of Liapunov functions or functionals for a given system is usually very skillful and complicated. As a result, for a given system, different Liapunov functions or functionals usually result in different stability criteria. In fact, even for some lower-dimensional systems, to give any necessary or sharper sufficient criterion for global asymptotic properties is still a very important problem.

The purpose of the paper is to try to develop a completely different method for analysis of global attractivity of equilibria of two classes of lower dimensional Hopfield-type neural networks with time delays, and to give some necessary and shaper sufficient conditions. Our results show that time delays are actually harmless for global asymptotic properties of systems to be considered.

This paper is organized as follows. In the following section, we shall give some preliminaries which include a description of an $n$-dimensional Hopfield-type neural network with time delays and an important lemma associated with the Hopfield-type neural network with time delays. In Section 3, by using some computational techniques in matrix theory, we shall give some necessary and sufficient conditions for global attractivity of two- and three-dimensional Hopfield-type neural networks with time delays. Our results show that time delays are harmless for the global attractivity of systems to be considered. In the last section, we shall give a numerical simulation example, which shows that our result can be applied to more general systems and that the sufficient condition in Section 3 may also be necessary.

2. Preliminaries. We consider the following Hopfield-type neural network with time delays,
(1) \[ \dot{u}_i(t) = -b_i u_i(t) + \sum_{j=1}^{n} a_{ij} \sigma_j (u_j(t - \tau_{ij})), \quad i = 1, 2, \ldots, n \]

for \( t \geq 0 \), where \( b_i \) and \( a_{ij} \) are real constants and the time delays \( \tau_{ij} \) are nonnegative.

Based on some well-known biological meanings, it is assumed that the following conditions are satisfied for (1):

(H1) \( b_i > 0 \) and \( b_i \geq |a_{ii}| \).

(H2) \( f_i(0) = 0 \) and \( f_i(u) \) saturates at \( \pm 1 \) for any \( u \in \mathbb{R} \), i.e., \( \lim_{u \to \pm \infty} f_i(u) = \pm 1 \).

(H3) \( f'_i(u) \) is continuous such that \( f'_i(u) > 0 \) for any \( u \in \mathbb{R}, \ f'_i(0) = 1 \) and \( 0 < f_i(u) < u \) for any \( u > 0 \), where

\[ f_i(u) = \max \{ f_i(u), -f_i(-u) \}, \quad u \geq 0, i = 1, 2, \ldots, n. \]

As usual, the initial condition for (1) is given as \( u_i(s) = \phi_i(s), -r \leq s \leq 0, i = 1, 2, \ldots, n \), where \( r = \max \{ \tau_{ij} \mid i, j = 1, 2, \ldots, n \} \), \( \phi_i(s), i = 1, 2, \ldots, n \), are continuous on \([-r, 0]\). Note that from Lemma 1 below, it is not difficult to show that under (H1)–(H3), the solution of (1) satisfying the above initial condition is existent and unique on \( R_+ = [0, +\infty) \) (see, for example, [13]).

It is clear that (1) always has an equilibrium \( u = (0, 0, \ldots, 0)^T \), i.e., (1) has the trivial solution \( u_i(t) = 0, i = 1, 2, \ldots, n \), for \( t \geq -r \).

With the same arguments as in [16], we have the following lemma which plays a very important role in the paper.

**Lemma 1.** If (H1)–(H3) are satisfied, then for any solution \((u_1(t), \ldots, u_n(t))^T\) of (1), it follows that \( \limsup_{t \to +\infty} |u_i(t)| \leq M_i, \quad i = 1, 2, \ldots, n \), where the nonnegative constants \( M_i \) satisfy

\[ M_i = \frac{1}{b_i} \sum_{j=1}^{n} |a_{ij}| f_j (M_j), \quad i = 1, 2, \ldots, n. \]

**Proof.** First, we have from (H2)–(H3) and (1) that, for \( t \geq 0 \),

\[ D^+ |u_i(t)| \leq -b_i |u_i(t)| + \sum_{j=1}^{n} |a_{ij}|, \quad i = 1, 2, \ldots, n, \]
from which it is easily seen that \( \limsup_{t \to +\infty} |u_i(t)| \leq M_{i0} = (1/b_i) \sum_{j=1}^{n} |a_{ij}|, \ i = 1, 2, \ldots, n. \) Thus, for any sufficiently small constant \( \eta > 0 \), there exists sufficiently large time \( T_0 = T_0(\eta) > 0 \) such that for \( t \geq T_0 \), it has \( |u_i(t - r)| \leq M_{i0} + \eta, \ i = 1, 2, \ldots, n \), which, together with (H3) and (1), yield that for \( t \geq T_0 \),

\[
D^+ |u_i(t)| \leq -b_i |u_i(t)| + \sum_{j=1}^{n} |a_{ij}| \bar{f}_j(M_{j0} + \eta), \quad i = 1, 2, \ldots, n.
\]

Note that one can take \( \eta \to 0 \) as \( t \to +\infty \). We also have that \( \limsup_{t \to +\infty} |u_i(t)| \leq M_{i1}, \ i = 1, 2, \ldots, n \), where

\[
M_{i1} = \frac{1}{b_i} \sum_{j=1}^{n} |a_{ij}| \bar{f}_j(M_{j0}) \leq M_{i0}, \quad i = 1, 2, \ldots, n.
\]

By repeating the above procedure, we can obtain the positive and decreasing sequences \( \{M_{ik}\}, \ i = 1, 2, \ldots, n \), such that for \( k = 0, 1, 2, \ldots \), it has \( \limsup_{t \to +\infty} |u_i(t)| \leq M_{ik}, \ i = 1, 2, \ldots, n \), and

\[
M_{ik+1} = \frac{1}{b_i} \sum_{j=1}^{n} |a_{ij}| \bar{f}_j(M_{jk}), \quad i = 1, 2, \ldots, n.
\]

Let \( M_i, \ i = 1, 2, \ldots, n \), denote the limits of \( \{M_{ik}\}, \ i = 1, 2, \ldots, n \), as \( k \to +\infty \), respectively. Thus, we have that \( \limsup_{t \to +\infty} |u_i(t)| \leq M_i, \ i = 1, 2, \ldots, n \), and

\[
M_i = \frac{1}{b_i} \sum_{j=1}^{n} |a_{ij}| \bar{f}_j(M_j), \quad i = 1, 2, \ldots, n.
\]

This completes the proof of Lemma 1. \( \square \)

3. Main results. In this section, we shall give necessary and sufficient conditions for global attractivity of equilibria of two- and three-dimensional Hopfield neural networks with time delays.

First, for global attractivity of the equilibrium \((0, 0)^T\) of (1) for the case of \( n = 2 \), it has the following.
Theorem 1. The equilibrium \((0, 0)^T\) of (1) for \(n = 2\) is globally attractive for any time delays \(\tau_{ij} \geq 0\), \(i, j = 1, 2\), if and only if the following inequality holds,

\[
(2) \quad (b_1 - |a_{11}|)(b_2 - |a_{22}|) - |a_{12}a_{21}| \geq 0.
\]

Proof. (Sufficiency). From Lemma 1, we only need to show that \(M_i = 0, i = 1, 2\).

In fact, if there are \(M_1 = 0\) and \(M_2 > 0\), from Lemma 1 and (H3) it can be seen that \(|a_{22}|/b_2 = M_2/\bar{f}_2(M_2) > 1\), which contradicts \(|a_{22}| \leq b_2\). If \(M_1 > 0\) and \(M_2 = 0\) hold, it is also a contradiction to \(|a_{11}| \leq b_1\).

If \(M_1 > 0\) and \(M_2 > 0\), from Lemma 1 and (H3) it can be seen that

\[
(b_i - |a_{ij}|)M_i < \sum_{j=1}^{2} |a_{ij}|M_j, \quad i = 1, 2,
\]

which is equivalent to the following inequalities

\[
\left\{ \begin{array}{l}
  d_1 = (b_1 - |a_{11}|)M_1 - |a_{12}|M_2 < 0, \\
  d_2 = -|a_{21}|M_1 + (b_2 - |a_{22}|)M_2 < 0.
\end{array} \right.
\]

It is clear from the inequalities (3) that \(b_1 - |a_{11}|\) and \(|a_{12}|\) cannot be zero simultaneously.

If \(b_1 > |a_{11}|\), from (3) it can be seen that

\[
((b_2 - |a_{22}|) - |a_{21}||a_{12}|/(b_1 - |a_{11}|))M_2 = d_2 + |a_{21}|d_1/(b_1 - |a_{11}|) < 0,
\]

which implies that

\[
((b_1 - |a_{11}|)(b_2 - |a_{22}|) - |a_{21}||a_{12}|)M_2 = (b_1 - |a_{11}|)d_2 + |a_{21}|d_1 < 0.
\]

If \(|a_{12}| > 0\), it can be seen from (3) that

\[
((b_1 - |a_{11}|)(b_2 - |a_{22}|)/|a_{12}| - |a_{21}|)M_1 = d_2 + (b_2 - |a_{22}|)d_1/|a_{12}| < 0,
\]

which implies that

\[
((b_1 - |a_{11}|)(b_2 - |a_{22}|) - |a_{21}||a_{12}|)M_1 = (b_2 - |a_{22}|)d_1 + |a_{12}|d_2 < 0.
\]
Hence, it follows from (2) that the above inequalities are not true. This shows that \( M_1 = M_2 = 0 \). Therefore, the equilibrium \((0, 0)^T\) of (1) for \( n = 2 \) is globally attractive for any time delays \( \tau_{ij} \geq 0, i, j = 1, 2 \).

(Necessity). Note that from assumption \((H_3)\), the linearized system of (1) at the equilibrium \((0, 0)^T\) is of the following form,

\[
\dot{u}_i(t) = -b_i u_i(t) + \sum_{j=1}^{2} a_{ij} u_j(t - \tau_{ij}), \quad i = 1, 2.
\]

By using standard analysis techniques for the characteristic equation of (4) (see, for example, [4, 13, 22]), it is not difficult to show that, if

\[
(b_1 - |a_{11}|)(b_2 - |a_{22}|) - |a_{12}a_{21}| < 0,
\]

then the positive constants \( \tau_k > 0, k = 1, 2, \ldots \), exist such that system (4) has Hopf bifurcations for \( \tau_{ij} = \tau_k > 0, i, j = 1, 2; k = 1, 2, \ldots \). This completes the proof of Theorem 1. \( \square \)

Remark 1. Theorem 1 shows that the time delays \( \tau_{ij}, i, j = 1, 2 \), are factually harmless for global attractivity of the equilibrium \((0, 0)^T\) of (1) for the case of \( n = 2 \).

Next, let us further consider global attractivity of the equilibrium \((0, 0, 0)^T\) of (1) for \( n = 3 \). This shows the following

**Theorem 2.** The equilibrium \((0, 0, 0)^T\) of (1) for \( n = 3 \) is globally attractive for any time delays \( \tau_{ij} \geq 0, i, j = 1, 2, 3 \), if all the principal minors of \( C \) are nonnegative, where the matrix \( C = (c_{ij})_{3 \times 3} \) is defined as follows,

\[
c_{ii} = b_i - |a_{ii}| \geq 0, \quad c_{ij} = -|a_{ij}| \quad i \neq j, \ i, j = 1, 2, 3.
\]

**Proof.** From Lemma 1, one only needs to show that \( M_i = 0, i = 1, 2, 3 \).

If there is some \( M_i = 0 \), it follows from the proof of Theorem 1 and the assumption of Theorem 2 that \( M_i = 0, i = 1, 2, 3 \). Hence, in the following, we assume that \( M_i > 0, i = 1, 2, 3 \). Furthermore, it is
easily shown from Lemma 1 that \( \sum_{j=1}^{3} |a_{ij}| > 0, \) \( i = 1, 2, 3, \) if \( M_i > 0, \)
\( i = 1, 2, 3. \) Hence, from Lemma 1 and \((H_3)\), it follows that

\[
(6) \quad b_i M_i = \sum_{j=1}^{3} |a_{ij}| \bar{f}_j(M_j) < \sum_{j=1}^{3} |a_{ij}| M_j, \quad i = 1, 2, 3.
\]

Let \( d_1, d_2 \) and \( d_3 \) be negative constants such that

\[
(7) \quad \begin{cases} 
(b_1 - |a_{11}|) M_1 - |a_{12}| M_2 - |a_{13}| M_3 = d_1 < 0, \\
-|a_{21}| M_1 + (b_2 - |a_{22}|) M_2 - |a_{23}| M_3 = d_2 < 0, \\
-|a_{31}| M_1 - |a_{32}| M_2 + (b_3 - |a_{33}|) M_3 = d_3 < 0.
\end{cases}
\]

We first consider the case of \( b_i - |a_{ii}| > 0 \) for some \( i. \) Without loss of generality, we assume that \( b_1 > |a_{11}|. \) Hence, from (7) it follows that

\[
\begin{cases}
(b_2 - |a_{22}|) \left( \frac{|a_{12}a_{21}|}{b_1 - |a_{11}|} \right) M_2 - \left( \frac{|a_{23}|}{b_1 - |a_{11}|} + \frac{|a_{21}a_{13}|}{b_1 - |a_{11}|} \right) M_3 \\
- \left( \frac{|a_{32}|}{b_1 - |a_{11}|} + \frac{|a_{12}a_{21}|}{b_1 - |a_{11}|} \right) M_2 + \left( b_3 - |a_{33}| - \frac{|a_{13}a_{31}|}{b_1 - |a_{11}|} \right) M_3
\end{cases}
\]

which is equivalent to the following inequalities

\[
(8) \quad \begin{cases} 
(b_2 - |a_{22}|)(b_1 - |a_{11}|) - |a_{12}a_{21}| M_2 \\
- |a_{23}|(b_1 - |a_{11}|) + |a_{21}a_{13}| M_3 = (b_1 - |a_{11}|) d_2 + |a_{21}| d_1 < 0, \\
- |a_{32}|(b_1 - |a_{11}|) + |a_{12}a_{21}| M_2 \\
+ (b_3 - |a_{33}|)(b_1 - |a_{11}|) - |a_{13}a_{31}| M_3
\end{cases}
\]

\[
= (b_1 - |a_{11}|) d_3 + |a_{31}| d_1 < 0.
\]

Note that, by the assumption of Theorem 2, it follows that

\[
A_{11} = (b_2 - |a_{22}|)(b_1 - |a_{11}|) - |a_{12}a_{21}| \geq 0,
\]

\[
A_{22} = (b_3 - |a_{33}|)(b_1 - |a_{11}|) - |a_{13}a_{31}| \geq 0.
\]

Set

\[
A_{12} = |a_{23}|(b_1 - |a_{11}|) + |a_{21}a_{13}|, \quad A_{21} = |a_{32}|(b_1 - |a_{11}|) + |a_{12}a_{21}|,
\]

\[
D_2 = (b_1 - |a_{11}|) d_2 + |a_{21}| d_1, \quad D_3 = (b_1 - |a_{11}|) d_3 + |a_{31}| d_1.
\]
Since $M_2 > 0$, $M_3 > 0$, $D_2 < 0$ and $D_3 < 0$, from (8) we can see that $A_{11} + A_{12} > 0$ and $A_{22} + A_{21} > 0$. If $A_{11} > 0$, we have from (8) that 
\[(A_{22} - A_{12}A_{21}/A_{11})M_3 = D_3 + D_2A_{21}/A_{11},\]
from which it follows
\[(9) \quad (A_{11}A_{22} - A_{12}A_{21})M_3 = A_{11}D_3 + A_{21}D_2 < 0.\]

If $A_{12} > 0$, again we have from (8) that $(A_{11}A_{22}/A_{12} - A_{21})M_2 = D_3 + A_{22}D_2/A_{12}$, from which it also follows that
\[(10) \quad (A_{11}A_{22} - A_{12}A_{21})M_3 = A_{12}D_3 + A_{22}D_2 < 0.\]

By some simple computations, it follows that
\[A_{11}A_{22} - A_{12}A_{21} = (b_1 - |a_{11}|) \text{ Det } (C) \geq 0.\]

Therefore, the equalities (9) and (10) are contradictory.

Now we consider the case of $c_{ii} = b_i - |a_{ii}| = 0$ for $i = 1, 2, 3$. If at least one column vector of the matrix $C$ is a zero vector, for example, $|a_{12}| = |a_{32}| = 0$, we have from (7) that
\[
\begin{cases}
(b_1 - |a_{11}|)M_1 - |a_{13}|M_3 = d_1 < 0, \\
-a_{31}M_1 + (b_3 - |a_{33}|)M_3 = d_3 < 0.
\end{cases}
\]

This is reduced to the cases of the two-dimensional system. It follows from the proof of Theorem 1 that $M_1 = M_3 = 0$, and hence, $M_2 = 0$.

We assume that any column vector of the matrix $C$ is not a zero vector. Note that $c_{ii} = 0$, $i = 1, 2, 3$; it follows from the assumption of Theorem 2 that
\[a_{12}a_{21} = 0, \quad a_{13}a_{31} = 0, \quad a_{23}a_{32} = 0, \quad a_{12}a_{23}a_{31} = 0, \quad a_{13}a_{21}a_{32} = 0.\]

If $a_{13} \neq 0$ and $a_{23} = 0$, it follows that $a_{31} = 0$; hence, $a_{21} \neq 0$, $a_{12} = 0$ and $a_{32} \neq 0$. Hence, $a_{13}a_{21}a_{32} \neq 0$, which is a contradiction. If $a_{13} \neq 0$ and $a_{23} \neq 0$, it follows that $a_{31} = 0$ and $a_{32} = 0$; hence, $a_{21} \neq 0$ and $a_{12} \neq 0$. Hence, $a_{12}a_{21} \neq 0$, which is a contradiction.

Therefore, the contradictions show that the assumption $M_i > 0$, $i = 1, 2, 3$, is not true. This completes the proof of Theorem 2. □

**Remark 2.** Based on Lemma 2.5 in [2], it can be shown that the condition in Theorem 2 is also necessary for the global attractiveness of
the equilibrium $\left(0, 0, 0\right)^T$ of (1) for any time delays $\tau_{ij} \geq 0$, $i, j = 1, 2, 3$, if

$$(H_4) \text{Det} \left( b_i \delta_{ij} + a_{ij} \right)_{3 \times 3} \neq 0$$

holds. Here $\delta_{ij} = 1$ and 0 for $i = j$ and $i \neq j$, respectively. On the other hand, the numerical simulations in the following section strongly suggest that condition $(H_4)$ may not be necessary for the global attractivity of the equilibrium $\left(0, 0, 0\right)^T$ of (1) for any time delays $\tau_{ij} \geq 0$, $i, j = 1, 2, 3$.

4. Numerical simulation example. In this section, we shall give an illustrative example which shows that Theorem 2 can be used for more general systems. The numerical simulations below show that the conjecture in Section 3 is true for the example.

Let us consider the following three-dimensional Hopfield-type neural network with time delays,

$$\begin{align*}
\dot{u}_1(t) &= -u_1(t) + a_{11} \tanh(u_1(t - \tau_{11})), \\
\dot{u}_2(t) &= -u_2(t) + a_{21} \tanh(u_1(t - \tau_{21})) + a_{22} \tanh(u_2(t - \tau_{22})), \\
\dot{u}_3(t) &= -u_3(t) + a_{32} \tanh(u_2(t - \tau_{32})) + a_{33} \tanh(u_3(t - \tau_{33})),
\end{align*}$$

(11)

where $\tau_{ij} \geq 0$ and $a_{ij}$, $i, j = 1, 2, 3$, are constants.

It is easy to see that (11) satisfies the assumptions $(H_1)$–$(H_3)$. Furthermore, it is easily checked that the matrix $C$ satisfies the conditions of Theorem 2, if and only if the inequalities

$$|a_{ii}| \leq 1, \quad i = 1, 2, 3$$

(12)

hold. Hence, it follows from Theorem 2 that, if (12) is satisfied, the equilibrium $\left(0, 0, 0\right)^T$ of (11) is globally attractive any time delays $\tau_{ij} \geq 0$, $i, j = 1, 2, 3$.

We would like to point out here that, if $|a_{ii}| < 1$, $i = 1, 2, 3$, holds, it follows from some known results (see, for example, [3, 5, 6, 7, 9, 14, 15, 19–21, 23–26] and the references therein) that the equilibrium $\left(0, 0, 0\right)^T$ of (11) is factually globally exponentially stable for any time delays $\tau_{ij} \geq 0$, $i, j = 1, 2, 3$.

On the other hand, it is clear that most known results (also see, for example, [1–9, 14, 15, 17–26]) cannot be applied to (11) for the case of $|a_{ii}| = 1$ for some $i$. 
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To give a numerical simulation for (11), let us choose $a_{11} = a_{22} = -1$, $a_{33} = 1$, $a_{21} = 5$, $a_{32} = 6$ and $\tau = 2\tau_{11} = 3\tau_{21} = \tau_{22} = (5/3)\tau_{32} = (3/2)\tau_{33}$. Figure 1 shows that the equilibrium $(0, 0, 0)^T$ of (11) is globally attractive for any $\tau \geq 0$. If we let $a_{33} = 1.1 > 1$, $\tau = 30$, and the other parameters are the same as the above, Figure 2 shows that the equilibrium $(0, 0, 0)^T$ of (11) becomes unstable and some solution shall tend to some nonzero constant vectors or nonconstant periodic orbits for large $\tau \geq 0$. 

FIGURE 1. $a_{33} = 1$, $\tau = 30$.

FIGURE 2. $a_{33} = 1.1$, $\tau = 30$. 
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