ABSTRACT. We give a simple, direct proof of the backward uniqueness of solutions to a class of second-order geometric evolution equations including the Ricci and cross-curvature flows. The proof, based on a classical argument of Agmon-Nirenberg, uses the logarithmic convexity of a certain energy quantity in the place of Carleman inequalities. We also demonstrate the applicability of the technique to the $L^2$-curvature flow and other higher-order equations.

1. INTRODUCTION

The invariance of a curvature flow $\frac{\partial}{\partial t} g = E(g)$ on a smooth manifold $M$ under the action of $\text{Diff}(M)$ has the important consequence that the isometry group of a solution remains unchanged within any class in which the uniqueness of solutions forward and backward in time is assured. An operator $E$ with such an invariance, however, is never strongly elliptic, and so these same questions of uniqueness are not merely consequences of standard parabolic theory.

Whereas the problem of forward uniqueness for curvature flows can often be converted to one for a strictly parabolic system by the means of DeTurck’s trick (see, e.g., [H], [CZ], [BH2]), the ill-posedness of terminal-value problems for parabolic equations prohibits the application of this same technique to the problem of backward uniqueness. This is discussed in some detail in [Ko1] in the context of the Ricci flow. In that paper we show that, nevertheless, the problem can be recast as one for a prolonged system to which the usual method of weighted $L^2$ (Carleman-type) estimates can be extended.

The Carleman inequality approach to problems of backward uniqueness, which originates in the classical work of Lees and Protter [LP], [Pr], is extremely robust and is the basis of a vast literature of results on the unique continuation of solutions to parabolic equations; for a picture of the current state-of-the-art, we refer the reader to [E], [EF], [EKPV], [ESS], [EV], [F], [KT], [So], [T], and the references therein. For the global problem of backward uniqueness, however, the simplest approach is perhaps still the energy-quotient/logarithmic-convexity technique of Agmon and Nirenberg [AN1], [AN2]. This approach dates to a few years after [LP] and has since been clarified and extended by a number of authors (see, e.g., [BT], [G], [Ku1], [Ku2], [O]). The analysis of the basic energy quotient on which it is centered is related in turn to that of the parabolic frequency quantities of Poon [Po] and others (e.g., [EKPV]).

The primary purpose of this paper is to show that this energy quotient technique can also be applied to backward uniqueness problems for geometric flows once they
have been appropriately reformulated. In Section 2, we use this technique to give a shorter and more transparently quantitative proof of the general backward uniqueness theorem for systems of mixed differential inequalities in [Ko1]. In Section 3, we discuss the application of this result to the problem of backward uniqueness for the Ricci and cross-curvature flows. In Section 4, we use this technique to prove a backward uniqueness theorem for solutions to the fourth-order $L^2$-curvature flow and discuss extensions to a class of of higher-order equations.

We have already mentioned the connection of uniqueness results for geometric flows to the preservation of the isometry group of a solution: for such flows, a backward uniqueness theorem implies that solutions do not acquire new isometries during their smooth lifetimes. There are a number of other qualitative properties of geometric flows, however, which, when suitably formulated, amount to statements of backward uniqueness for some system associated to the flow. Among them, for example, are the impossibility of a classical solution to the Ricci flow becoming spontaneously Einstein or self-similar at some point in its evolution [Ko1] or acquiring a novel Kähler or local product structure [Ko2]. A backward uniqueness problem (albeit a somewhat nonstandard one – see [ESS]) is also at the heart of our recent work [KW] with Lu Wang on the asymptotic rigidity of shrinking Ricci solitons. The connection between this particular type of problem of elliptic uniqueness and backward uniqueness was first illustrated by Wang in [W1] (cf. [W2]) in the context of the mean curvature flow.

2. A GENERAL BACKWARD UNIQUENESS THEOREM FOR SECOND-ORDER SYSTEMS

2.1. Definitions and conventions. In this section, $M = M^n$ will denote a connected smooth manifold equipped with a smooth family $g(\tau)$ of Riemannian metrics defined for $\tau \in [0, \Omega]$; the Levi-Civita connection and volume density of $g(\tau)$ will be denoted by $\nabla = \nabla(\tau)$ and $d\mu = d\mu_{g(\tau)}$, respectively. Let $\mathcal{X}$ and $\mathcal{Y}$ be smooth vector bundles over $M$ equipped with their own smooth families of bundle metrics. To avoid having to introduce separate notation for these metrics, we will regard $\mathcal{X}$ and $\mathcal{Y}$ as orthogonal subbundles of the bundle $\mathcal{W} = \mathcal{X} \oplus \mathcal{Y}$ relative to the single family of metrics $\gamma = \gamma(\tau)$ on $\mathcal{W}$. We will write $\partial_\tau g \equiv b$, $\partial_\tau \gamma \equiv \beta$, and $B \equiv \text{tr}_g(b) = g^{ij}b_{ij}$.

We will also assume that $\mathcal{X}$ is equipped with a smooth family of connections $\hat{\nabla} = \hat{\nabla}(\tau)$ compatible with $\gamma(\tau)$, and use $\bar{\nabla}$ to denote also the family of connections induced by $\nabla$ and $\bar{\nabla}$ on tensor products of the bundles $TM$ and $T^*M$ with $\mathcal{X}$. With this convention, we introduce the elliptic operator $\Box \equiv \Lambda^{ij}\bar{\nabla}_i\bar{\nabla}_j$ for some smooth, symmetric positive definite family of sections $\Lambda = \Lambda(\tau)$ of $T^2_0(M)$. Here and elsewhere we use the convention that repeated Latin indices denote a sum from 1 to $n$. Finally, we define the backward and forward parabolic operators

$$L_B \equiv \partial_\tau + \Box + \nabla_i \Lambda^{ij} \nabla_j, \quad L_F \equiv \partial_\tau - \Box - \nabla_i \Lambda^{ij} \nabla_j$$

acting on smooth families of sections of $\mathcal{X}$.

2.2. Integral identities. The main ingredients of the proof of Theorem 3 below are the integral identities and inequalities in the next two lemmas. Except for some ultimately insignificant error terms arising from the time-dependency of the metrics and connections involved, these identities are essentially specific instantiations of those in Agmon-Nirenberg [AN1, AN2] (see also [Ku1], [Po]).
For \( \tau \in [0, \Omega] \), we will let \((\cdot, \cdot)\) denote the \( L^2(d\mu_{g(\tau)})\)-inner product induced by \( \gamma(\tau) \) on \( \mathcal{W} \), that is,

\[
(U, V) \doteq \int_M (U, V)_{\gamma(\tau)} d\mu_{g(\tau)},
\]
and use \(|\cdot|\) to denote the associated norm. To reduce the clutter in our expressions, we will use an unadorned norm \(|\cdot|\) to denote all fiberwise norms induced by \( g \) and \( \gamma \) on the various bundles we will encounter below; the context will determine the norm unambiguously. For smooth compactly supported families of sections \( X = X(\tau) \) and \( Y = Y(\tau) \) of \( \mathcal{X} \) and \( \mathcal{Y} \), respectively, we define

\[
E \doteq E(X, Y) \doteq \|X\|^2 + \|Y\|^2, \quad F \doteq F(X) \doteq \int_M |\hat{\nabla} X|_A^2 d\mu
\]

where \( |\hat{\nabla} X|_A^2 \doteq \Lambda^{ij}(\hat{\nabla}_i X, \hat{\nabla}_j X) \).

**Lemma 1.** Suppose \( X \) and \( Y \) are smooth families of sections of \( \mathcal{X} \) and \( \mathcal{Y} \) on \([0, \Omega]\) such that, for all \( \tau \), supp \( X(\cdot, \tau) \) and supp \( Y(\cdot, \tau) \) are contained in some fixed compact subset of \( M \). Then,

\[
\frac{d}{d\tau} E(X, Y) = 2F(X) + 2(L_B X, X) + 2(\partial_\tau Y, Y) + I_1(X, Y)
\]

(1)

\[
F(X) = \frac{1}{2} ((L_F X, X) - (L_B X, X)),
\]

(2)

\[
\frac{d}{d\tau} F(X) = \frac{1}{2} (\|L_F X\|^2 - \|L_B X\|^2) + I_2(X, \hat{\nabla} X),
\]

(3)

for all \( \tau \in [0, \Omega] \), where

\[
I_1(X, Y) \doteq \int_M \left( \beta(X \oplus Y, X \oplus Y) + \frac{B}{2} (|X|^2 + |Y|^2) \right) d\mu,
\]

\[
I_2(X, \hat{\nabla} X) \doteq \int_M \left( \partial_\tau \Lambda^{ij}(\hat{\nabla}_i X, \hat{\nabla}_j X) + 2\Lambda^{ij} \left[ \partial_\tau, \hat{\nabla}_i \right] X, \hat{\nabla}_j X \right)
\]

\[
+ \Lambda^{ij} \beta(\hat{\nabla}_i X, \hat{\nabla}_j X) + \frac{B}{2} (\hat{\nabla} X|_A^2) \right) d\mu.
\]

**Proof.** The identities in (1) follow from differentiating under the integral sign and writing the term involving \( \partial_\tau X \) in two ways. Writing

\[
\int_M 2 \langle \partial_\tau X, X \rangle d\mu = \int_M 2 \left< L_B X - \Box X - \nabla_i \Lambda^{ij} \hat{\nabla}_j X, X \right> d\mu
\]

and integrating by parts yields the first, while writing

\[
\int_M 2 \langle \partial_\tau X, X \rangle d\mu = \int_M \left< L_B X + L_F X, X \right> d\mu
\]

yields the second.

For equation (2), we simply integrate by parts to obtain

\[
F(X) = -\int_M \left< \Box X + \nabla_i \Lambda^{ij} \hat{\nabla}_j X, X \right> d\mu = \frac{1}{2} \int_M (L_F X, X) - (L_B X, X) d\mu.
\]
For equation (3), we differentiate under the integral sign to obtain
\[
\frac{d}{d\tau} \mathcal{F}(X) = 2 \int_M \Lambda^{ij} \left( \left\langle \nabla_i \partial_{\tau} X, \nabla_j X \right\rangle + \Lambda^{ij} \left\langle \left[ \partial_{\tau}, \nabla_i \right] X, \nabla_j X \right\rangle \right) \, d\mu \\
+ \int_M \left( \partial_{\tau} \Lambda^{ij} \left\langle \nabla_i X, \nabla_j X \right\rangle + \Lambda^{ij} \beta(\nabla_i X, \nabla_j X) + \frac{B}{2} |X|^2 \right) \, d\mu.
\]
Rewriting the first term as
\[
2 \int_M \Lambda^{ij} \left\langle \nabla_i \partial_{\tau} X, \nabla_j X \right\rangle \, d\mu
\]
we have
\[
= -2 \left( \partial_{\tau} X \cdot \Box X + \nabla_i \Lambda^{ij} \nabla_j X \right) = \frac{1}{2} \left( \|L_F X\|^2 - \|L_B X\|^2 \right)
\]
then yields the desired identity. □

The key step in the proof of Theorem 3 backward uniqueness theorem is to bound the frequency/energy-quotient quantity $\mathcal{F}/\mathcal{E}$, which controls the rate of vanishing of $\log \mathcal{E}$. The following inequality (which follows [AN1], [AN2], [Po]) is the basis of this bound.

**Lemma 2.** Suppose that $\mathcal{E}(\tau) > 0$ on $(a,b)$ and that $X(\cdot, \tau)$ and $Y(\cdot, \tau)$ have support in some fixed compact subset of $M$ for each $\tau$. Then $\mathcal{N} = \mathcal{F}/\mathcal{E}$ satisfies
\[
-\left( \frac{\|L_B X\|^2 + \|\partial_{\tau} Y\|^2}{2\mathcal{E}} \right) + \frac{\mathcal{I}}{\mathcal{E}^2} \leq \mathcal{N} \leq \frac{\|L_F X\|^2 + \|\partial_{\tau} Y\|^2}{2\mathcal{E}} + \frac{\mathcal{I}}{\mathcal{E}^2}
\]
where $\mathcal{I} \div I_2(X, \nabla X)\mathcal{E} - I_1(X, Y)\mathcal{F}$.

**Proof.** Now, $\dot{\mathcal{N}} = (\dot{\mathcal{F}}\mathcal{E} - \dot{\mathcal{E}}\mathcal{F})/\mathcal{E}^2$ and, by (3), we have
\[
\dot{\mathcal{F}}\mathcal{E} = \frac{1}{2} \left\{ \left( \|L_F X\|^2 - \|L_B X\|^2 \right) \|X\|^2 + \left( \|L_F X\|^2 - \|L_B X\|^2 \right) \|Y\|^2 \right\} + I_2\mathcal{E},
\]
while, by (2) and (3), we have
\[
\dot{\mathcal{E}}\mathcal{F} = \frac{1}{2} \left\{ \left( L_F X, X \right) + \left( L_B X, X \right) + 2(\partial_{\tau} Y, Y) \right\} \cdot \left\{ \left( L_F X, X \right) - \left( L_B X, X \right) \right\} + I_1\mathcal{F}
\]
\[
= \frac{1}{2} \left\{ \left( L_F X, X \right)^2 - \left( L_B X, X \right)^2 \right\} + (\partial_{\tau} Y, Y) \left\{ \left( L_F X, X \right) - \left( L_B X, X \right) \right\} + I_1\mathcal{F}.
\]
Thus, taken together, we have
\[
\dot{\mathcal{N}} = \frac{\|L_F X\|^2 \|X\|^2 - \left( L_F X, X \right)^2}{2\mathcal{E}^2} + \frac{\left( L_B X, X \right)^2 - \|L_B X\|^2 \|X\|^2}{2\mathcal{E}^2}
\]
\[
+ \left\{ \frac{\|L_F X\|^2 - \|L_B X\|^2}{2\mathcal{E}^2} \right\} \|Y\|^2 + \left\{ \frac{\left( L_B X, X \right)^2 - \left( L_F X, X \right)^2}{\mathcal{E}^2} \right\} (\partial_{\tau} Y, Y)
\]
\[
+ \frac{I_2\mathcal{E} - I_1\mathcal{F}}{\mathcal{E}^2}.
\]
Now,
\[
\frac{1}{2} \left( L_F X, X \right)^2 - \left( L_F X, X \right)(\partial_{\tau} Y, Y) \geq -\frac{1}{2}\|\partial_{\tau} Y\|^2 \|X\|^2,
\]
and
\[
\frac{1}{2} \left( L_B X, X \right)^2 + \left( L_B X, X \right)(\partial_{\tau} Y, Y) \geq -\frac{1}{2}\|\partial_{\tau} Y\|^2 \|Y\|^2,
\]
thus, since the first term in (5) is nonnegative, we have
\[ \mathcal{N} \geq - \left( \| L_B X \|^2 + \| \partial_\tau Y \|^2 \right) \frac{M}{2\varepsilon^2} + \frac{I}{\varepsilon^2}, \]
which is the left-hand inequality in (4).

The right-hand inequality in (4) can be obtained in the same way, using the non-positivity of the second term in (5) and substituting the inequalities
\[ -\frac{1}{2} \| L_B X \|^2 \| Y \|^2 + (L_B X, X)(\partial_\tau Y, Y) \leq \frac{1}{2} \| \partial_\tau Y \|^2 \| X \|^2, \]
and
\[ -\frac{1}{2} (L_F X, X)^2 - (L_F X, X)(\partial_\tau Y, Y) \leq \frac{1}{2} \| \partial_\tau Y \|^2 \| Y \|^2, \]
in place of (6) and (7), respectively. \( \square \)

2.3. A general backward uniqueness theorem. The following theorem is a slight generalization of one proven in [Ko1] using Carleman-type estimates. We now give a simpler proof. The notation \( \partial_\tau, \nabla \) denotes the family of sections \( \partial_\tau, \nabla \in C^\infty (T^*M \otimes \text{End}(X)) \).

**Theorem 3** (cf. [Ko1], Theorem 3.1). Assume that \( (M,g(\tau)) \) is complete for all \( \tau \in [0,\Omega] \), and let \( r_0(x) = d_{g(0)}(x,x_0) \) for some fixed \( x_0 \in M \). Suppose that \( \Lambda(\tau) \in C^\infty (T^*_0(M)) \) satisfies the lower bound \( \lambda g^{ij} \leq \Lambda^j \) for some \( \lambda > 0 \) and, together with \( g \) and \( \nabla \), the uniform bounds
\[ (8) \quad \sup_{M \times [0,\Omega]} \left\{ |b| + |\nabla b| + |A| + |\nabla A| + |\partial_\tau A| + \left| \left[ \partial_\tau, \nabla \right] \right| + |\text{Rm}| \right\} \leq L_0, \]
for some \( \lambda, L_0 > 0 \). Then, if the smooth families of sections \( X(\tau) \in C^\infty (X) \) and \( Y(\tau) \in C^\infty (Y) \) vanish identically for \( \tau = 0 \), satisfy the growth condition
\[ (9) \quad \sup_{M \times [0,\Omega]} e^{-L_1(r_0(x)+1)} \{|X| + |\nabla X| + |Y|\} < \infty, \]
and the system of inequalities
\[ (10) \quad |\partial_\tau X + \Box X| \leq C_0 (|X| + |\nabla X| + |Y|), \quad |\partial_\tau Y| \leq C_0 (|X| + |\nabla X| + |Y|), \]
on \( M \times [0,\Omega] \), they must vanish identically.

We first give the proof in the technically simpler case that \( M \) is compact.

**Proof. (Compact Case.)** The quantities \( \mathcal{E} = \mathcal{E}(X,Y) \) and \( \mathcal{F} = \mathcal{F}(X) \) are differentiable on \( [0,\Omega] \) and \( \mathcal{E}(0) = 0 \). Consequently, the set \( A = \{ \tau \in (0,\Omega) \mid \mathcal{E}(\tau) > 0 \} \) is open; if \( A = \emptyset \), there is nothing to prove. Otherwise, writing \( \alpha = \inf A \), there is \( \omega > \alpha \) such that \( \mathcal{E}(\tau) > 0 \) on \( (\alpha, \omega] \). Note that, since \( \mathcal{E}(0) = 0 \), we must have \( \mathcal{E}(\alpha) = 0 \). On \( (\alpha, \omega] \), we define \( \mathcal{N} = \mathcal{F}/\mathcal{E} \) as in the preceding section.

By Lemma 2, the derivative of \( \mathcal{N} \) satisfies
\[ (11) \quad \dot{\mathcal{N}} \geq - \left( \| L_B X \|^2 + \| \partial_\tau Y \|^2 \right) \frac{I}{2\mathcal{E}} + \frac{I}{\mathcal{E}^2}, \]
where \( I = I_2 \mathcal{E} - I_1 \mathcal{F} \) and \( I_1, I_2 \) are the error terms appearing in Lemma 1. Since \( M \) is compact, and \( \| \nabla X \|^2 \leq \lambda^{-1} \mathcal{F} \), there is a constant \( \mathcal{C} = \mathcal{C}(\lambda, L_0) \) such that
\[ I_2 \geq -C(\mathcal{E} + \mathcal{F}) \text{ and } I_1 \leq C\mathcal{E} \text{ on } [0,\Omega]. \] Thus, using (10), for a further enlarged \( C > 0 \) depending on \( C_0 \), we have

\[ \mathcal{N} \geq -C(\mathcal{N} + 1). \]

It follows that \( \mathcal{N}(\tau) \leq e^{C\alpha}(\mathcal{N}(\omega) + 1) \div N_0 \) for all \( \tau \in (\alpha,\omega] \).

On the other hand, using (10) with the first identity in (1) and the compactness of \( M \), we have

\[ \mathcal{E} \leq C\mathcal{E} + 2\mathcal{F} + \|\mathcal{L}_R X\|^2 + \|\partial \tau Y\|^2 \leq C(\mathcal{E} + \mathcal{F}) \]
on \( (\alpha,\omega] \) for some \( C = C(\lambda,C_0,L_0) \). It follows that \( \log \mathcal{E} \leq C(N_0 + 1) \), whence \( \mathcal{E}(\omega) \leq \mathcal{E}(\tau)e^{C(N_0+1)(\omega-\tau)} \) for any \( \alpha < \tau \leq \omega \). Sending \( \tau \searrow \alpha \), we conclude that \( \mathcal{E}(\alpha) > 0 \), a contradiction. Therefore \( A = \emptyset \) and \( \mathcal{E}(\tau) \equiv 0 \) on \([0,\Omega]\). \( \square \)

2.4. Noncompact case. The crux of the proof in this case is again Lemma 2; we will just need to cut-off the sections \( X \) and \( Y \) in space and condition them with a suitably rapidly decaying function to ensure the finiteness of the various integral quantities and the validity of the manipulations we need to perform.

First, we observe that, under the assumptions of Theorem 3, \( \text{Rc}(g(0)) \) is bounded below and \( |b(x,\tau)| \leq L_0 \) on \( M \times [0,\Omega] \). Therefore, the metrics \( g(\tau) \) are uniformly bounded and, by the Bishop-Gromov theorem, there is a constant \( V_0 = V_0(n,L_0,\Omega) \) such that

\[ (12) \quad \text{vol}_{g(\tau)}(B_{\rho_0}(x_0,r)) \leq V_0e^{\rho r} \]
for any \( x_0 \in M \), \( r > 0 \), and \( \tau \in [0,\Omega] \).

Next, we record a slight extension to a lemma from [ChRF] (cf. [Ta]) concerning the existence of smooth distance-like functions with controlled derivatives up to a certain prescribed order.

**Lemma 4.** Let \( m \geq 0 \) and \((M,g(\tau))\) be a smooth family of complete Riemannian manifolds with \( \partial_x g = b \). Assume that there is a constant \( L \) such that

\[ \sup_{M \times [0,\Omega]} \sum_{k=0}^{m-1} |\nabla^{(k)} b| \leq L, \quad \sup_{M \times [0,\Omega]} \sum_{k=0}^{m-1} |\nabla^{(k)} \text{Rm}| \leq L. \]

Then, there exists a smooth function \( \rho : M \to (0,\infty) \) and positive constants \( C_1 = C_1(n,L,\Omega), C_2 = C_2(n,m,L,\Omega) \) such that

\[ (13) \quad C_1^{-1}(1 + r_0(x)) \leq \rho(x) \leq C_1(1 + r_0(x)), \quad \sup_{M \times [0,\Omega]} \sum_{k=0}^{m} |\nabla^{(k)} \rho| \leq C_2. \]

Here, as before, \( r_0(x) = d_{g(0)}(x,x_0) \) for some fixed point \( x_0 \) of \( M \), and \( |\cdot| = |\cdot|_{g(\tau)}, \nabla = \nabla_{g(\tau)}, \text{ and } \text{Rm} = \text{Rm}(g(\tau)). \)

**Proof.** In Section 26.4 of [ChRF] it is shown that, under the assumptions on the curvature tensor alone, there is a smooth function \( \rho \) satisfying the first condition in (13) and the second condition at \( \tau = 0 \). The uniform bound on \( |b| \) then implies the uniform equivalence of the metrics \( g(\tau) \) and the bounds on \( |\nabla \rho|_{g(\tau)} \) for all \( \tau \).

We can then control \( |\nabla^{(k)} \rho|_{g(\tau)} \) for \( 1 < k \leq m \) inductively with bounds on \( |\nabla^{(l)} \rho| \) and \( |\nabla^{(l)} b| \) for \( l \leq k - 1 \), since the latter quantities control the evolution of the connection. \( \square \)
2.4.1. Proof of Theorem 3 in the noncompact case. We will use a cut-off argument to bound a localized version of $N = F/\mathcal{E}$ with some additional error. Our assumptions do not, a priori, preclude the possibility that $X(\tau_0)$ and $Y(\tau_0)$ may vanish identically on some open set at some $\tau_0$, so we must choose the size of the support of our cut-off function with a little care.

Proof. Define $B_R \equiv B_{y(0)}(x_0, R)$ and let $\rho$ be the function guaranteed by Lemma 4 with $m = 2$. Using $\rho$ we can construct a cut-off function $\phi_R \in C^\infty(M, [0, 1])$ satisfying

$$\phi_R \equiv 1 \text{ on } B_R, \quad \supp \phi_R \subset B_{2R}, \quad \sup_{M \times [0, \Omega]} \{ |\nabla \phi_R| + |\nabla^2 \phi_R| \} \leq C_3.$$

As we have observed in (12), there exists a constant $V_0$ such that $\text{vol}_{g(\tau)}(B_R) \leq V_0 e^{\psi(R)}$ for all $\tau$. Define $B = \max\{L_1, V_0\}$, and put

$$\hat{X} \equiv e^{-3B\rho}X, \quad \hat{Y} \equiv e^{-3B\rho}Y, \quad \hat{X}_R \equiv \phi_R \hat{X}, \quad \hat{Y}_R \equiv \phi_R \hat{Y}.$$

Then, $\hat{X}_R(\cdot, 0) = 0$ and $\hat{Y}_R(\cdot, 0) = 0$ for any $R > 0$,

$$\sup_{R > 0} \sup_{M \times [0, \Omega]} e^{2B\rho} \left\{ |\hat{X}_R| + |\nabla \hat{X}_R| + |\hat{Y}_R| \right\} < C_4,$$

and

$$\partial_\tau \hat{X} + \Box \hat{X}_R + |\partial_\tau \hat{Y}_R| \leq C(|\hat{X}_R| + |\nabla \hat{X}_R| + |\hat{Y}_R|) + Ce^{-2BR} \chi_{\supp \nabla \phi_R}$$

for some $C$ which depends on $n, B, C_0, C_3$ and $C_4$, but is independent of $R$.

The energy quantities $\mathcal{E} \equiv \mathcal{E}(\hat{X}, \hat{Y}), \mathcal{F} \equiv \mathcal{F}(\hat{X}), \mathcal{E}_R \equiv \mathcal{E}(\hat{X}_R, \hat{Y}_R)$, and $\mathcal{F}_R \equiv \mathcal{F}(\hat{X}_R)$ are then well-defined and differentiable on $[0, \Omega]$. As before, the set $A = \{ \tau \in (0, \Omega) | \mathcal{E}(\tau) > 0 \}$ is open, and, if it is nonempty, we can find $0 \leq \alpha < \omega \leq \Omega$ such that $\mathcal{E}(\tau) > 0$ on $(\alpha, \omega)$ and $\mathcal{E}(\alpha) = 0$.

Now fix $a \in (\alpha, \omega)$. We will continue to use $C$ to denote a sequence of large constants that may depend on the parameters in the assumptions of Theorem 3 but are independent of $a$ and $R$. Note that there is $R_a \geq 1$ such that $\mathcal{E}_R(\tau) > 0$ for all $\tau \in [a, \omega]$ provided $R \geq R_a$. Using (14) and that $\text{vol}_{g(\tau)}(\sup \nabla \phi_R) \leq C e^{2BR}$, we have

$$\| \mathcal{L}_B \hat{X}_R \|^2 + \| \partial_\tau \hat{Y}_R \|^2 \leq C(\mathcal{E}_R + \mathcal{F}_R) + Ce^{-2BR}.$$

Using this inequality and controlling $I$ via (8) as in the compact case, Lemma 2 implies that $\hat{N}_R \equiv \mathcal{F}_R/\mathcal{E}_R$ satisfies

$$\dot{\hat{N}}_R \geq -C(\hat{N}_R + 1) + Ce^{-2BR}\mathcal{E}_R^{-1},$$

and hence that

$$\frac{d}{d\tau} \left( e^{C\tau} (\hat{N}_R(\tau) + 1) \right) \geq -Ce^{C\tau-2BR}\mathcal{E}_R^{-1}(\tau),$$

on $[a, \omega]$ for all $R \geq R_a$. Since $\hat{N}_R(\omega) \to N(\omega)$ as $R \to \infty$, we have $\hat{N}_R(\omega) \leq N_0$ for some $N_0$ and this implies the estimate

$$\hat{N}_R(\tau) + 1 \leq e^{C(\omega-\tau)} (\hat{N}_R(\omega) + 1) + Ce^{-2BR} \int_{\tau}^{\omega} e^{C(s-\tau)}\mathcal{E}_R^{-1}(s) ds \leq C(N_0 + 1) + Ce^{-2BR} \int_{\tau}^{\omega} \mathcal{E}_R^{-1}(s) ds,$$
for $\tau$ and $R$ in the same range. We must control the new error term. Define

$$Q_R(\tau) \doteq \int_\tau^\omega \mathcal{E}^{-1}(s) \, ds,$$

and observe that $Q_R(\tau) \leq Q_R(a) < \infty$ and

$$\lim_{R \to \infty} Q_R(\tau) = \int_\tau^\omega \mathcal{E}^{-1}(s) \, ds < \infty$$
on $[a, \omega]$ for all $R \geq R_0$. Also, define $P_{R,a} = N_0 + 1 + e^{-2BR}Q_R(a)$ and note for later that $\lim_{R \to \infty} P_{R,a} = N_0 + 1$, a finite nonzero limit independent of $a$.

If we apply the first identity in (1) to $\mathcal{E}_R$ and use (14) again with our above inequality for $\mathcal{E}_R$, we then have

$$\frac{d}{d\tau} \left\{ e^{-CP_{R,a}\tau} \mathcal{E}_R(\tau) \right\} \leq Ce^{-CP_{R,a}\tau-2BR}$$
on $[a, \omega]$ and hence

$$e^{-CP_{R,a}(\omega-a)} \mathcal{E}_R(\omega) \leq \mathcal{E}_R(a) + \frac{e^{-2BR}}{P_{R,a}} \left( 1 - e^{-CP_{R,a}(\omega-a)} \right).$$

for all $R \geq R_0$. Sending $R \to \infty$, we obtain

$$e^{-C(N_0+1)(\omega-a)} \mathcal{E}(\omega) \leq \mathcal{E}(a)$$

which implies $\mathcal{E}(\omega) = 0$ upon sending $a \searrow \alpha$. Therefore we must have $A = \emptyset$. \qed

3. Applications to geometric flows: the prolongation procedure

As we have already mentioned, the lack of short-time existence for backward parabolic problems means that the problem of backward uniqueness for geometric flows such as the Ricci flow cannot be simply reduced to one for an associated strictly parabolic system by a standard implementation of the DeTurck trick. In our prior work on the Ricci flow [Ko1], [Ko2], and building on an idea of Alexakis [Al] (see also [WY]), we demonstrated that, appropriately reformulated, the problem can nevertheless be attacked by essentially the same methods for strictly parabolic equations.

The philosophy behind this reformulation is that the curvature tensors (and their covariant derivatives) associated to the solutions of geometric flows often themselves satisfy strictly parabolic equations. Since the elliptic operators in these curvature equations typically depend in a nonlinear fashion on the solution metrics, the difference of the curvature tensors associated to two different solutions will not, in general, satisfy a strictly parabolic equation itself. Nevertheless, it is possible in many cases to add logically redundant lower-order differences of the metric and higher-order differences of the covariant derivatives of the curvature tensors to obtain a prolonged system which satisfies a closed and effectively parabolic system of inequalities. We illustrate this procedure now on three examples: on the Ricci and cross-curvature flows in this section, and on the $L^2$-curvature flow in the next.

3.1. The Ricci flow. Assume that $g$ and $\tilde{g}$ are complete solutions of uniformly bounded curvature to the Ricci flow

$$(15) \quad \frac{\partial}{\partial t} g = -2\text{Rc}(g)$$
on $M \times [0, \Omega]$ which agree at $t = 0$. For our first example, we will review the construction in Section 2 of [Ko1]. It will be convenient to define $\tau = \Omega - t$ and
consider $g = g(\tau)$ and $\tilde{g} = \tilde{g}(\tau)$ as solutions to the backward Ricci flow with $g(0) = \tilde{g}(0)$.

The difference $X^k = \nabla^k \mathcal{Rm} - \tilde{\nabla}^k \tilde{\mathcal{Rm}}$ of the curvature tensors will satisfy an equation of the form
\[
(\partial_\tau + \Delta) X^k = (\tilde{\Delta} - \Delta) \tilde{\nabla}^k \tilde{\mathcal{Rm}} + P^k_1 (\mathcal{Rm}) - \tilde{P}^k_1 (\tilde{\mathcal{Rm}})
\]
where $P^k_1 (U)$ (respectively, $\tilde{P}^k_1 (U)$) represents a linear combination of terms formed by contraction by $g$ (respectively, $\tilde{g}$) from tensor products of the form $\nabla^{(i_1)} U \otimes \cdots \otimes \nabla^{(i_l)} U$ (respectively, $\tilde{\nabla}^{(i_1)} U \otimes \cdots \otimes \tilde{\nabla}^{(i_l)} U$) where $i_1 + i_2 + \cdots + i_l = k$.

The key observation is that, for all $k$, the first term on the right-hand side can be expressed as a polynomial of the form
\[
(\Delta - \tilde{\Delta}) \nabla^k \mathcal{Rm} = Y^{(0)} * g T_0 + Y^{(1)} * g T_0 + Y^{(2)} * g T_3
\]
where $Y^{(0)} = g - \tilde{g}$, $Y^{(1)} = \nabla - \tilde{\nabla}$, $Y^{(2)} = \nabla Y^{(2)}$ and the $T_i$ are (bounded) catch-all factors involving $Y^{(i)}$ and $\tilde{Y}^{(i)} \mathcal{Rm}$ for $l = 0, 1, 2, \ldots, k + 2$. The quantities $Y^{(i)}$, in turn, for $i = 0, 1, 2$, can be controlled in an ordinary differential sense by $X^{(0)}$, $X^{(1)}$ and $\nabla X^{(1)}$. Thus we add $X^{(1)}$, $Y^{(0)}$, $Y^{(1)}$, and $Y^{(2)}$ to our original system consisting of $X^{(0)}$ to obtain a closed system of inequalities.

This is made precise in [Ko1], where it is shown that, if two solutions $g$ and $\tilde{g}$ agree at $\tau = 0$ then, for each $\delta > 0$, the family of sections $X = (X^{(0)}, X^{(1)})$ and $Y = (Y^{(0)}, Y^{(1)}, Y^{(2)})$ of $\mathcal{X} \equiv T^3_0 (M) \oplus T^1_1 (M)$ and $\mathcal{Y} \equiv T^3_2 (M) \oplus T^2_2 (M) \oplus T^3_3 (M)$, together satisfy the system
\[
|\partial_\tau X + \Delta X| \leq C_\delta (|X| + |Y|), \quad |\partial_\tau Y| \leq C_\delta (|X| + |\nabla X| + |Y|)
\]
on any $[0, \Omega]$. Here the dependence of the constants $C_\delta$ on $\delta$ is an artifact of the use of Shi’s estimates [Shi] to bound the coefficients (and can be eliminated if $M$ is compact). These coefficients depend on the derivatives of the curvature tensors of the solutions of up to third-order, and under the assumption of bounded curvature, Shi’s estimates ensure that these derivatives are bounded uniformly for $t \in (\delta, \Omega]$, that is, for $\tau \in [0, \Omega - \delta]$. To prove that $g \equiv \tilde{g}$, we apply Theorem 3 to the above system on $M \times [0, \Omega - \delta]$ for any fixed $\delta$, and then send $\delta \searrow 0$. We obtain the following result.

**Theorem 5** (Theorem 1.1, [Ko1]). If $g$ and $\tilde{g}$ are complete solutions to (15) with uniformly bounded curvature, then $g(\Omega) = \tilde{g}(\Omega)$ implies that $g \equiv \tilde{g}$ on $[0, \Omega]$.

In [Ko3], we prove that a complete solution to the Ricci flow of bounded curvature is in fact analytic in time for $t > 0$ (see also [Sha] for a related result).

### 3.2. Cross-curvature flow.

On a closed Riemannian three-manifold $(M^3, g)$ of sectional curvature of negative (respectively positive) sign, the Einstein tensor $E_{ij} = R_{ij} - (R/2) g_{ij}$ is negative (respectively positive) definite. Write $E^{ij} = g^{jk} g^{ll} E_{lk}$. If $V = V_{ij}$ is the two-tensor satisfying $V_{ik} E^{kj} = \delta^j_i$ and $P = \det (E^i_j)$, the cross-curvature tensor of $g$ is defined to be the tensor
\[
\Xi_{ij} \equiv PV_{ij} = -(1/2) P^{pq} R_{ijkl}.
\]
For such manifolds, Hamilton and Chow [CH] define the cross-curvature flow as the evolution equation
\[
\partial_\tau g = -2 \sigma \Xi(g),
\]
for a family of metrics \( g(t) \) where \( \sigma = \pm 1 \) depending as the sectional curvature of \( g(0) \) is positive or negative. Short-time existence for the flow is proven in [Bu].

As an equation for the metric, (16) is fully nonlinear, however, the parabolic portion of the prolonged system we derive will be effectively quasilinear. For our purposes, the key is that the curvature quantities associated to the solutions satisfy strictly parabolic equations with respect to the family of strongly elliptic operators \( \Box \approx -\sigma E^{ij} \nabla_i \nabla_j \). (Since \( \nabla_i E^{ij} = 0 \), these operators are even self-adjoint.) In particular (see Lemma 17 of [Ko4]), the tensor \( V \) satisfies the equation

\[
\partial_t V_{ij} = \Box V_{ij} + (E^{al} E^{kb} - 2E^{ab}E^{kl})(\nabla_k V_{ai} \nabla_l V_{bj} + P g^{kl}(V_{ik} V_{jl} + V_{il} V_{kj})).
\]

with analogous equations for its covariant derivatives \( \nabla^{(k)} V \).

Neglecting the constant \( \sigma \), the difference of the operators \( \Box \) and \( \Box \) satisfy a formula of the form

\[
(\Box - \Box) W = E^{ab} \nabla_a ((\nabla_b - \nabla_b) W) + E^{ab} (\nabla_a - \nabla_a) \nabla_b W + (E^{ab} - \bar{E}^{ab}) \nabla_a \nabla_b W
\]

\[
= Y^{(1)} * T_1 + Y^{(2)} * T_2 + X^{(0)} * T_3
\]

where \( X^{(0)} \) denotes \( V - \bar{V} \), \( Y^{(1)} \) denotes \( \nabla - \nabla \), \( Y^{(2)} \) denotes \( \nabla Y^{(1)} \) and the \( T_i \) denote bounded tensors depending on \( g, \bar{g} \) and \( W \). (For the third term on the right, we have used the identity \( E^{ab} - \bar{E}^{ab} = -E^{ak} \bar{E}^{bl} V_{kl} \).

Defining \( X^{(1)} \) as \( \nabla V - \nabla \bar{V} \) and \( Y^{(0)} \) as \( g - \bar{g} \), and carrying out computations either contained in or similar to those in our paper [Ko4], one can verify that there is a constant \( C \) such that \( X^{(1)} \) and \( Y^{(0)} \) satisfy

\[
|\partial_t X + \Box X| \leq C(|X| + |\nabla X| + |Y|), \quad |\partial_t Y| \leq C(|X| + |\nabla X| + |Y|)
\]

on \( M \times [0, \Omega] \). The following theorem is thus a consequence of Theorem 3 above, taking \( \Lambda^{ij} = -\sigma E^{ij} \).

**Theorem 6.** If \( g, \bar{g} \) are solutions to (16) on \( M^3 \times [0, \Omega] \) with either positive or negative sectional curvature and \( g(\Omega) = \bar{g}(\Omega) \), then \( g(t) = \bar{g}(t) \) for all \( t \in [0, \Omega] \).

4. **The \( L^2 \)-curvature flow and higher-order equations**

The \( L^2 \)-curvature flow, introduced by J. Streets in [St1], is the negative gradient flow of the functional \( g \mapsto \int_M |Rm(g)|^2 d\mu_g \). The metric evolves according to the fourth-order equation

\[
\partial_t g_{ij} = 2 \left( \Delta R_{ij} - \frac{1}{2} \nabla_i \nabla_j R \right) + 2 R^m_{ip} R_{pj} - R^p_{ij} R^p_{pq} R^q_{jpq} - \frac{1}{4} |Rm|^2 g_{ij},
\]

and the curvature tensor and its covariant derivatives satisfy a strictly parabolic equation of the form

\[
\partial_t \nabla^{(k)} Rm = -\Delta^{(2)} \nabla^{(k)} Rm + P^{k+2}_2(Rm) + P^k_3(Rm).
\]

See Proposition 4.3 in [St1]. For our purposes, the key aspect of this equation is that its principal part, the tensor bi-Laplacian, is a symmetric operator. Moreover, the following result of Streets [St2] guarantees the instantaneous boundedness of all derivatives of the curvature under the assumption of a uniform curvature bound.

**Theorem ([St2], Theorem 1.3).** If \((M^n, g(t)) \) is a complete solution to (17) with \( |Rm| \leq K \) on \( M \times [0, \Omega] \), then, for any \( m \geq 1 \),

\[
\sup_{M \times [0, \Omega]} t^{m+2} |\nabla^{(m)} Rm|_{g(t)} \leq C
\]
for some \( C = C(m,n,K) \).

The main result of this section is the following theorem.

**Theorem 7.** Suppose \( g(t) \) and \( \tilde{g}(t) \) are smooth complete solutions to (17) on \( M \times [0,\Omega] \) of uniformly bounded curvature. If \( g(\Omega) = \tilde{g}(\Omega) \), then \( g \equiv \tilde{g} \) for all \( t \in [0,\Omega] \).

**4.1. Prolongation.** Given two complete solutions \( g \) and \( \tilde{g} \) of bounded curvature on \( M \times [0,\Omega] \) which agree at \( t = \Omega \), the prolongation procedure can be carried out essentially as in the preceding sections. The difference of the bi-Laplacians \( \Delta^{(2)} \) and \( \tilde{\Delta}^{(2)} \) is controlled by the difference \( g - \tilde{g} \) of the metrics and its covariant derivatives of up to fourth order. The evolutions of these quantities, in turn, are controlled by the difference of the covariant derivatives of \( Rm \) and \( \tilde{Rm} \) of up to sixth order.

Specifically, if we define \( X(k) = \nabla^{(k)} Rm - \nabla^{(k)} \tilde{Rm} \) and \( Y^{(0)} = g - \tilde{g} \), \( Y^{(1)} = \nabla - \tilde{\nabla} \) for \( k = 2,3,\ldots \), then the estimate (19) and a computation (see, e.g., Lemma 7 of [Ko4]) shows that, for all \( 0 < \delta < \Omega \), the sections \( X \equiv (X^{(0)},X^{(1)},\ldots,X^{(4)}) \) and \( Y \equiv (Y^{(0)},Y^{(1)},\ldots,Y^{(4)}) \) satisfy

\[
|\partial_{\tau} X - \Delta^{(2)} X| + |\partial_{\tau} Y| \leq C \sum_{p=0}^{2} \|\nabla^{(p)} X\| + C \|Y\|, \tag{20}
\]

for some constant \( C = C(\delta) \) on \( (\delta,\Omega] \).

**4.2. Proof of Theorem 7.** The argument is essentially the same as that for Theorem 3, so we will focus here on the differences. We first fix \( \delta \in (0,\Omega) \), so that, in view of the bounds (19), the curvature tensors of \( g \) and \( \tilde{g} \) and all of their derivatives are uniformly bounded for \( \tau \in [0,\Omega'] \) where \( \Omega' = \Omega - \delta \). We will work on this interval, using \( g(\tau) \) as a reference metric and defining \( X \) and \( Y \) as in the preceding section.

Under our assumptions, thanks to (19), the speed of the family of metrics \( g(\tau) \) is uniformly bounded, so the metrics \( g(\tau) \) are uniformly equivalent on \( [0,\Omega'] \) and equation (12) is therefore again satisfied for some \( V_0 > 0 \). We can also again apply Lemma 4 to obtain a smooth, proper exhaustion function \( \rho \) with uniform bounds on its \( \nabla_{g(\tau)} \)-covariant derivatives of order up to 4. Then, if \( M \) is noncompact, we can replace \( X \) and \( Y \) with \( e^{-B\rho} X \) and \( e^{-B\rho} Y \) where \( B = B(n,V_0) > 0 \) is chosen sufficiently large to ensure that \( X \) and \( Y \) and all of their (bounded) derivatives are \( L^2(d\mu_{g(\tau)}) \)-integrable for each \( \tau \). This will ensure the validity of the integral operations we will perform in what follows. Moreover, equation (20) (with an enlarged constant \( C \)) will still hold for these modified \( X \) and \( Y \).

Next, we define the quantities

\[ \mathcal{E}(X,Y) = \|X\|^2 + \|Y\|^2, \quad \mathcal{F} = \|\Delta X\|^2, \quad \mathcal{N} = \mathcal{F}/\mathcal{E} \]

(the latter being defined only when \( \mathcal{E} > 0 \)) and the backward and forward parabolic operators

\[ \mathcal{L}_B \equiv \partial_{\tau} - \Delta^{(2)}, \quad \mathcal{L}_F \equiv \partial_{\tau} + \Delta^{(2)}. \]

A computation analogous to the first identity in (1), using the boundedness of \( \partial_{\tau} g \) together with equation (20), yields

\[
\dot{\mathcal{E}} \leq C\mathcal{E} + 2\mathcal{F} + C \sum_{p=0}^{2} \|\nabla^{(p)} X\|^2 \tag{21}
\]
and, therefore, again a differential inequality of the form
\begin{equation}
\|\nabla^{(l)} X\|^2 \leq C\|X\|^2 + \epsilon\|\nabla^{(k)} X\|^2
\end{equation}
for all $\tau \in [0, \Omega']$. Second, the commutation formula $[\Delta, \nabla] X = \nabla X \ast \text{Rm} + X \ast \nabla \text{Rm}$ implies that
\[\|\Delta X\|^2 = -(\nabla_a X, \nabla_a \Delta X) = \|\nabla^{(2)} X\|^2 + (\nabla X \ast \text{Rm} + X \ast \nabla \text{Rm}, \nabla X),\]
and hence, with (22), that, for any $\epsilon > 0$, there is a constant $C = C(\epsilon)$ such that
\begin{equation}
-\epsilon\|X\|^2 + (1 - \epsilon)\|\nabla^{(2)} X\|^2 \leq \|\Delta X\|^2 \leq (1 + \epsilon)\|\nabla^{(2)} X\|^2 + C\|X\|^2
\end{equation}
for all $\tau \in [0, \Omega']$. Applying these inequalities to (21), we obtain that $\dot{\mathcal{E}} \leq C(\mathcal{E} + \mathcal{F})$ on $[0, \Omega']$.

Assume now that $A = \{ \tau \in (0, \Omega'] : \mathcal{E}(\tau) > 0 \}$ is nonempty. As before, there are $0 \leq \alpha < \omega \leq \Omega'$ such that $\mathcal{E}(\alpha) = 0$ and $\mathcal{E}(\tau) > 0$ for all $\tau \in (\alpha, \omega]$. We have $\log \mathcal{E} \leq C(N + 1)$ on $(\alpha, \omega]$, so the problem again is to bound $N(\tau)$.

Since $\Delta^{(2)}$ is self-adjoint, the terms in the derivative $\mathcal{N}$ can be organized exactly as in the proof of Theorem 3. The only new terms are those coming from $([\partial_\tau, \Delta] X, X)$ in the equation for $\dot{\mathcal{F}}$, but these can be controlled using (19) and the inequalities (22), (23):
\[
([\partial_\tau, \Delta] X, \Delta X) \geq -C\|\Delta X\|(\|X\| + \|\nabla X\| + \|\nabla^{(2)} X\|)
\geq -C(\|X\|^2 + \|\Delta X\|^2).
\]
Thus we obtain
\[
\dot{\mathcal{E}} \leq C\mathcal{E} + (\mathcal{L}_F X, X) + (\mathcal{L}_B X, X) + 2(\partial_\tau Y, Y)
\]
\[
\mathcal{F} = \frac{1}{2} ((\mathcal{L}_F X, X) - (\mathcal{L}_B X, X))
\]
\[
\dot{\mathcal{F}} \geq -C(\mathcal{E} + \mathcal{F}) + \frac{1}{2} (\|\mathcal{L}_F X\|^2 - \|\mathcal{L}_B X\|^2)
\]
and, therefore, again a differential inequality of the form
\[
\mathcal{N} = \frac{\dot{\mathcal{F}}}{\mathcal{E}} - \frac{\dot{\mathcal{E}}}{\mathcal{F}} \geq -C(N + 1) - \frac{1}{2\epsilon} (\|\mathcal{L}_B X\|^2 + \|\partial_\tau Y\|^2).
\]
in which, using (22), (23), and the structural condition (20), the last term can be bounded below by $-C(N + 1)$. The rest of the argument is identical: we obtain that $\mathcal{N}(\tau) \leq C(N(\omega) + 1) \equiv N_0$ and conclude that $\mathcal{E}(\omega) \leq e^{C(N_0 + 1)(\omega - \tau)} \mathcal{E}(\tau)$ on $(\alpha, \omega]$. Sending $\tau \searrow \alpha$ implies that $\mathcal{E}(\omega) = 0$, from which we conclude that $A = \emptyset$, i.e., $\mathcal{E} \equiv 0$ on $[0, \Omega']$. The theorem follows by sending $\delta \searrow 0$.

4.3. Other higher-order equations. The proof we have above extends easily, for example, to equations of the form
\begin{equation}
\partial_t g = 2(-1)^{k+1} \Delta^{(k)} \text{Rc} + \frac{p^{k-1}}{p^k} \text{Rm}
\end{equation}
for $k \geq 1$ on compact manifolds (or, in the noncompact case, to complete solutions with appropriate bounds on the derivatives of curvature). Here $P^r(\text{Rm})$ denotes a polynomial expression consisting of a finite number of terms of the form $P^r_m(\text{Rm})$. 
with \(l \leq r\) and \(m \geq 0\). The well-posedness of these (and a much broader class of equations) has been considered in [BH1, BH2]. We sketch the argument below.

The curvature tensor of a solution \(g\) to (24) will evolve according to an equation of the form

\[
\partial_t \text{Rm} = (-1)^k \Delta^{(k+1)} \text{Rm} + P^{k+1}(\text{Rm}),
\]

where it is convenient, but not crucial, for us that the leading part of the equation is exactly a power of the tensor Laplacian. The symmetry and strong ellipticity of the operator is all that we use. (These two conditions even can be weakened somewhat further: see, e.g., [AN1], [AN2], [Ku2]).

Given two solutions \(g(\tau)\) and \(\tilde{g}(\tau)\) to (24) for \(\tau \in [0, \Omega]\) on a closed manifold \(M\) (or satisfying otherwise suitable bounds on the derivatives of curvature), and defining \(X^{(l)}\) and \(Y^{(l)}\) as before, the sections \(X \doteq (X^{(0)}, X^{(1)}, \ldots, X^{(3k+1)})\) and \(Y \doteq (Y^{(0)}, Y^{(1)}, \ldots, Y^{2k+2})\) will satisfy the following analog of (20),

\[
(25) \quad |\partial_\tau X + (-1)^k \Delta^{(k+1)} X| + |\partial_\tau Y| \leq C \left( \sum_{p=0}^{k+1} |\nabla^{(p)} X| + |Y| \right).
\]

Defining

\[
\mathcal{E}(X,Y) \doteq \|X\|^2 + \|Y\|^2, \quad \mathcal{F}(X) \doteq \left\{ \begin{array}{ll}
\|\Delta^{(m)} X\|^2 & \text{if } k = 2m - 1 \\
\|\nabla \Delta^{(m)} X\|^2 & \text{if } k = 2m
\end{array} \right.,
\]

one can then argue as before to conclude that, if \(\mathcal{E}\) does not vanish on \((0, \Omega)\), there is a constant \(C\) such that \(\mathcal{E}(\tau_2) \leq e^{C(\tau_2 - \tau_1)} \mathcal{E}(\tau_1)\) for all \(0 < \tau_1 \leq \tau_2 \leq \Omega\). In fact, using the interpolation inequalities, one can obtain a similar inequality for the simpler quantity \(\tilde{\mathcal{E}} \doteq \|X^{(0)}\|^2 + \|X^{(3k+1)}\|^2 + \|Y^{(0)}\|^2 + \|Y^{(2k+2)}\|^2\).
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