Homogeneous Lyapunov function for homogeneous continuous vector field
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Abstract: The goal of this article is to provide a construction of a homogeneous Lyapunov function $\bar{V}$ associated with a system of differential equations $\dot{x} = f(x)$, $x \in \mathbb{R}^n$ ($n \geq 1$), under the hypotheses: (1) $f \in C(\mathbb{R}^n, \mathbb{R}^n)$ vanishes at $x = 0$ and is homogeneous; (2) the zero solution of this system is locally asymptotically stable. Moreover, the Lyapunov function $V(x)$ tends to infinity with $\|x\|$, and belongs to $C^p(\mathbb{R}^n \setminus \{0\}, \mathbb{R}) \cap C^p(\mathbb{R}^n, \mathbb{R})$, with $p \in \mathbb{N}^*$ as large as wanted. As application to the theory of homogeneous systems, we present two well known results of robustness, in a slightly extended form, and with simpler proofs.
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1. Introduction

Kurzweil, in [9], proved the converse of Lyapunov's second theorem in the quite general framework of a system of differential equations $\dot{x} = f(x, t)$, where $f \in C(G \times \mathbb{R}^n, \mathbb{R}^n)$, $G$ being an open set in $\mathbb{R}^n$, and $C(G \times \mathbb{R}^n, \mathbb{R}^n)$ being the set of continuous maps from $G \times \mathbb{R}^n$ into $\mathbb{R}^n$. In the particular case of autonomous systems on $\mathbb{R}^n$, he obtains the following result:

Theorem 1 (Kurzweil). If $f \in C(\mathbb{R}^n, \mathbb{R}^n)$ is such that $f(0) = 0$, the trivial solution of the equation $\dot{x} = f(x)$ is strongly stable in $\mathbb{R}^n$ (see below for a definition) if and only if there exists a (so-called Lyapunov) function $V \in C^p(\mathbb{R}^n, \mathbb{R})$ such that $V(0) = 0$, $V(x) > 0$ for all $x \neq 0$, $V(x) \to +\infty$ as $\|x\| \to +\infty$ and $\nabla V(x) \cdot f(x) < 0 \ \forall x \neq 0$.

An important class of functions $f$ for which one would like to study the differential system $\dot{x} = f(x)$ is the class of homogeneous functions. A function $g : \mathbb{R}^n \to \mathbb{R}$ (resp. $g : \mathbb{R}^n \to \mathbb{R}^n$) is said to be homogeneous if there exist $(r_1, \ldots, r_n) \in ((0, +\infty)^n$ and $r \in \mathbb{R}$ such that $\forall x = (x_i)_{i=1,n} \in \mathbb{R}^n \setminus \{0\}$, $\forall t > 0$, $g(t^{r_1}x_1, \ldots, t^{r_n}x_n) = t^rg(x)$ (resp. $\forall i$, $\forall x \neq 0$, $\forall t > 0$, $g(t^{r_1}x_1, \ldots, t^{r_n}x_n) = t^{r+\alpha}g(x)$).

It is natural to ask if homogeneity of $V$ may be imposed when $f$ is assumed to be homogeneous. Many authors have replied in the affirmative when $f$ is in addition assumed to be of class $C^1$ (see [4, Theorem 57.4; 10, Theorem 36; 7, Proposition p.1246]). Extending this result to the much more general framework where only continuity of $f$ is supposed necessitates proceeding differently. To convince ourselves of this, let us examine in detail the hypotheses used by Hahn (see [4]) in proving his theorem.

(i) First to define his Lyapunov function, Hahn needs uniqueness of the trajectory for a given initial data. Indeed, he puts $V(x) := \int_0^{+\infty} |p(\tau, x)|^\alpha d\tau$ where $\tau \to p(\tau, x)$ is the solution of $\dot{x} = f(x)$ starting from $x$ at $t = 0$, and $\alpha$ a suitable exponent.

(ii) Then to prove that $V$ is of class $C^1$, he must assume $\partial f/\partial x_i$ exists and is bounded for each $i \in \{1, \ldots, n\}$. This implies that $\tau \geq 0$.
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We remark that in his definition of homogeneity the variable \( t \) ranges over the whole set \( \mathbb{R} \), instead of the interval \((0, +\infty)\). In the restricted case where \( r_i = 1 \) for all \( i \), he can only treat values for \( \tau \) of the form \( p/(2q+1) \), \( p, q \in \mathbb{N} \).

These hypotheses will not be required in the following theorem, which is the principal result of this paper.

**Theorem 2.** Let \( f \) be a function satisfying:

(a) \( f \in C(\mathbb{R}^n, \mathbb{R}^n) \), \( f(0) = 0 \);

(b) \( f \) is homogeneous: there exist \((r_1, \ldots, r_n) \in ((0, +\infty)^n \) and \( \tau \in \mathbb{R} \) such that:

\[
\forall x = (x_i)_{i=1}^n \in \mathbb{R}^n \setminus \{0\}, \forall t > 0 \quad f_t(t^r_1 x_1, \ldots, t^r_n x_n) = t^{\tau+\tau'} f_t(x_1, \ldots, x_n);
\]

(c) the trivial solution \( x = 0 \) of system \( \dot{x} = f(x) \) is locally asymptotically stable.

Let \( p \) be a positive integer, and \( k \) be a real number larger than \( p \cdot \max_{1 \leq i \leq n} r_i \). Then there exists a function \( V : \mathbb{R}^n \to \mathbb{R} \) such that:

(i) \( \forall \in C^\infty(\mathbb{R}^n, \mathbb{R}) \cap C^\infty(\mathbb{R}^n \setminus \{0\}, \mathbb{R}) \);

(ii) \( V(0) = 0 \), \( V(x) > 0 \) for all \( x \neq 0 \) and \( V(x) \to +\infty \) as \( \|x\| \to +\infty \);

(iii) \( V \) is homogeneous: \( \forall x = (x_i)_{i=1}^n \in \mathbb{R}^n \setminus \{0\}, \forall t > 0 \quad V(t^\tau_1 x_1, \ldots, t^\tau_n x_n) = t^k V(x) \);

(iv) \( \forall x \neq 0 \ \forall \dot{V}(x) \cdot f(x) < 0 \).

**Remarks.**

(a) Using the homogeneity of \( f \) we shall prove that the zero solution of the system \( \dot{x} = f(x) \) is strongly stable in \( \mathbb{R}^n \) if and only if it is locally asymptotically stable. Thus, with the minimal hypothesis concerning the stability at the origin we will obtain what we need to start our construction of \( V \) (namely a Lyapunov function \( V \)) by using Kurzweil’s theorem.

(b) In addition to the fact that the Lyapunov function \( V \) is homogeneous (with the same \( r_i \) as for \( f \)) it can be as smooth as we want, except that, with our method, we cannot assert that \( V \in C^\infty(\mathbb{R}^n, \mathbb{R}) \). (A \( C^\infty \) \( V \) would necessarily be a polynomial: indeed, doing \( s \to 0 \) in (7) (see below), we see that \( \delta^a V = 0 \) for \( |a| \) large enough.) Furthermore \( V(x) \) tends to infinity as \( \|x\| \) tends to infinity.

(c) Extension of the existence of a homogeneous Lyapunov function to the framework of continuous (homogeneous) vector valued functions is not devoid of interest. Indeed, many smooth nonlinear systems \( \dot{x} = g(x, u) \) can be stabilized by only continuous feedback laws \( x \mapsto u(x) \) (e.g. [2,3,8]). In that case \( f(x) := g(x, u(x)) \) is only continuous.

We now recall how Kurzweil defines the different notions of stability in the continuous framework, without requiring uniqueness of the trajectory for a given initial data. Let \( G \) be an open subset of \( \mathbb{R}^n \) which contains the origin, \( F \) the closed set \( \mathbb{R}^n \setminus G \), and \( \omega \) the function defined on \( G \) by:

\[
\omega(x) = \begin{cases} 
\max\left(\|x\|, \frac{1}{d(x, F)} - \frac{2}{d(0, F)} \right) & \text{if } F \text{ is nonempty,} \\
\|x\| & \text{if } F \text{ is empty.}
\end{cases}
\]

Let \( f : G \to \mathbb{R}^n \) be a continuous function such that \( f(0) = 0 \). The zero solution of the equation

\[
\dot{x} = f(x), \quad x \in G,
\]

is said to be:

(a) **locally stable** if for every \( \varepsilon > 0 \) there exists a \( \delta = \delta(\varepsilon) > 0 \) such that, for any solution \( x(t) \) of the equation (2) with \( \omega(x(0)) < \delta \), defined for \( 0 \leq t \leq T, 0 < T < +\infty \), there is a solution \( y(t) \) of the equation (2), defined for all \( t \geq 0 \), such that

\[
x(t) = y(t) \quad \text{for } 0 \leq t \leq T \quad \text{and} \quad \omega(y(t)) < \varepsilon \quad \text{for } t \geq 0;
\]
(b) *locally asymptotically stable* if it is locally stable and if, in addition, there exists a $\delta_0, 0 < \delta_0 < \delta(1)$, such that if $x(t)$ is a solution of the equation (2) with $\omega(x(0)) < \delta_0$, defined for all $t \geq 0$, then $x(t) \to 0$ as $t \to +\infty$.

(c) *strongly stable in $G$* if there exist two functions $B : (0, +\infty) \to (0, +\infty)$ and $T : (0, +\infty)^2 \to (0, +\infty)$, with $B$ increasing and $\lim_{\beta \to 0} B(\beta) = 0$, such that for all $\beta > 0$ and $\varepsilon > 0$, for every solution $x(t)$ of (2) defined on an interval $[0, t_1)$, where $0 < t_1 \leq +\infty$, such that $\omega(x(0)) \leq \beta$, there exists a solution $y(t)$ of (2) defined on $[0, +\infty)$ such that $y(t) = x(t)$ for $0 \leq t < t_1$, $\omega(y(t)) < B(\beta)$ for $t \geq 0$, and $\omega(y(t)) < \varepsilon$ for $t \geq T(\beta, \varepsilon)$.

**Remarks.** (a) By the extension theorem (see [5, Th. 3.1, Chap. II]), one proves easily that the zero solution of (2) is locally stable if and only if for every $\varepsilon > 0$ there exists $\delta > 0$ such that for every solution $x(t)$ of (2) with $\omega(x(0)) < \delta$, defined for $0 \leq t < T (0 < T \leq +\infty)$, we have $\omega(x(t)) < \varepsilon \forall t \in [0,T)$.

(b) In the definition of local stability and local asymptotic stability, to may everywhere be replaced by $\|\|$. Indeed, $\omega(x) = \|x\|$ for all $x$ such that $\|x\| < \frac{1}{2} d(0, F)$.

The *region of asymptotic stability $A$* will be the set of points $x_0 \in G$ for which the following is true: if $x(t)$ is a solution of (2) with $x(0) = x_0$, defined for $0 \leq t < T (0 < T \leq +\infty)$, then there exists a solution $y(t)$ defined for all $t \geq 0$ such that $y(t) = x(t)$ for $0 \leq t < T$ and $y(t) \to 0$ as $t \to +\infty$. It is clear that every solution of $\dot{x} = f(x)$, $x(t) \in G$ coming from a point of $A$ at $t_0 = 0$, will remain in $A$ for all times greater than $0$.

Let us assume that the zero solution of (2) is locally asymptotically stable. In this case Kurzweil proved also (in [9, pp. 69–71]) that $A$ is an open set containing $0$, in which the zero solution of $\dot{x} = f(x)$ ($x \in A$) is strongly stable.

Before giving the proof of Theorem 2, we recall the main properties of homogeneous functions which are used here. Suppose $\overline{\psi} : \mathbb{R}^n \to \mathbb{R}$ is a smooth function which is homogeneous, more precisely

$$
\forall x = (x_i)_{i=1,n} \in \mathbb{R}^n \setminus \{0\} \quad \forall t > 0 \quad \overline{\psi}(t^{r_1} x_1, \ldots, t^{r_n} x_n) = t^k \overline{\psi}(x_1, \ldots, x_n)
$$

where $r_1, \ldots, r_n$ are some positive real numbers, and $k$ is a non-negative real number.

The first property is that $\overline{\psi}$ is entirely defined by its values on $S^{n-1} := \{x \mid \|x\| = 1\}$. Indeed the map $\phi : (0, +\infty) \times S^{n-1} \to \mathbb{R}^n \setminus \{0\}$ given by $\phi(t, (y_1, \ldots, y_n)) = (t^{r_1} y_1, \ldots, t^{r_n} y_n)$ is surjective. As this function will appear again, we present some of its properties in the following lemma.

**Lemma 1.** (1) The map

$$
\phi : (0, +\infty) \times S^{n-1} \to \mathbb{R}^n \setminus \{0\}, \quad (t, (y_1, \ldots, y_n)) \mapsto (t^{r_1} y_1, \ldots, t^{r_n} y_n)
$$

is a bijection, and its inverse function $\phi^{-1}$, which we write $\psi = (\psi_0, \psi_1, \ldots, \psi_n)$, is of class $C^\infty$.

(2) The function $\psi_0$ satisfies

$$
\lim_{x \to 0, x \neq 0} \psi_0(x) = 0 \quad \text{and} \quad \lim_{\|x\| \to +\infty} \psi_0(x) = +\infty.
$$

We give a sketch of the proof of this lemma. Since the map $t \mapsto \Sigma_{i=1}^n x_i^2/t^{2r_i}$ from $(0, +\infty)$ into itself (for $x \in \mathbb{R}^n \setminus \{0\}$ fixed) is decreasing and onto, it follows that $\phi$ is bijective. Moreover the implicit function theorem applied to $g(t, x) := \Sigma_{i=1}^n x_i^2/t^{2r_i} - 1$ shows that $\psi_0$, and thus $\psi_i(x) = x_i/\psi_0(x)^{r_i}$ for $i = 1, \ldots, n$, are $C^\infty$ maps. The remaining properties of $\psi_0$ are easy to prove.

The second property is that the partial derivatives $\partial \overline{\psi}/\partial x_i$ are also homogeneous. More precisely

$$
\forall x = (x_i)_{i=1,n} \in \mathbb{R}^n \setminus \{0\}, \quad \forall t > 0 \quad \frac{\partial \overline{\psi}}{\partial x_i}(t^{r_1} x_1, \ldots, t^{r_n} x_n) = t^{k-r_i} \frac{\partial \overline{\psi}}{\partial x_i}(x_1, \ldots, x_n).
$$

(4)
Indeed, by differentiating each member of equation (3) with respect to $x_i$, we get that

$$\forall x \neq 0, \forall t > 0 \quad t^r \frac{\partial V}{\partial x_i}(t^r x_1, \ldots, t^r x_n) = t^k \frac{\partial V}{\partial x_i}(x_1, \ldots, x_n).$$

This property implies that $\nabla V(x) \cdot f(x) < 0$ on $\mathbb{R}^n \setminus \{0\}$ whenever $\nabla V(x) \cdot f(x) < 0$ holds on $S^{n-1}$. Indeed, using (1) we get that for all $y \in S^{n-1}$ and $t > 0$,

$$\nabla V(t^r y_1, \ldots, t^r y_n) \cdot (t^r y_1, \ldots, t^r y_n) = t^{r+k} \nabla V(y) \cdot f(y)$$

(5)

and, since the map $\phi$ is onto, we obtain $\nabla V(x) \cdot f(x) < 0$ for all $x \neq 0$.

For the convenience of the reader, we now describe the organization of the paper.

In Section 2 we give the proof of Theorem 2. First we establish a preliminary proposition, which claims that the zero solution of $\dot{x} = f(x)$ is strongly stable in $\mathbb{R}^n$. To accomplish this we remark that the set $A$, which is a neighborhood of the origin, is invariant under the action of the dilation group, and then is all of $\mathbb{R}^n$. We will denote by $V$ the (non-homogeneous) Lyapunov function associated with $f$, given by Theorem 1 (Kurzweil). Afterwards we construct, from $V$ (and another function $a$) a function $\hat{V}$ satisfying all the properties (i)-(iv) of Theorem 2. The expression of $\hat{V}$ is given in Proposition 2.

In Section 3 we study two problems of robustness for homogeneous stable systems, namely: is the asymptotic stability of the origin preserved after adding an integrator or some perturbing term? Two results, recently obtained by Coron and Praly (see [1, Proposition 3]) and Hermes (see [6, Theorem 1]) are easily proved by means of Theorem 2, and slightly generalized.

2. Proof of Theorem 2

We first prove the following result.

**Proposition 1.** Under the assumptions of Theorem 2, the region of asymptotic stability is all of $\mathbb{R}^n$, and so the trivial solution of (2) is strongly stable in $\mathbb{R}^n$.

**Proof.** Let $A$ be the region of asymptotic stability, $A$ is a subset of $G = \mathbb{R}^n$. Let $x_0$ be in $\mathbb{R}^n$, and let $x(t)$ be a solution of (2), defined on $[0,T)$, where $0 < T \leq +\infty$, such that $x(0) = x_0$. Let $\varepsilon$ be a positive real number such that $(\varepsilon^r x_1(0), \ldots, \varepsilon^r x_n(0)) \in A$. (Such an $\varepsilon$ exists since $A$ is an open set which contains 0.)

For $i = 1, \ldots, n$ and $t \in [T/\varepsilon^r)$ we set $\xi_i(t) = \varepsilon^r x_i(\varepsilon^r t)$. Then $\xi(t) = (\xi_1(t), \ldots, \xi_n(t))$ is a solution of (2). Indeed, we have

$$\dot{\xi}_i(t) = \varepsilon^{r+i} f_i(x_1(\varepsilon^r t), \ldots, x_n(\varepsilon^r t))$$

(since $x$ is a solution of (2))

$$= f_i(\varepsilon^r x_1(\varepsilon^r t), \ldots, \varepsilon^r x_n(\varepsilon^r t))$$

(since $f$ is homogeneous)

$$= f_i(\xi_1(t), \ldots, \xi_n(t)).$$

Moreover $\xi(0) \in A$, and so there exists a solution $\bar{y}$ of (2), defined on $[0, +\infty)$, which extends $\xi$, and which tends to 0 as $t$ tends to infinity. It follows that the function $y$ defined by $y(t) = (1/\varepsilon)^r \bar{y}((1/\varepsilon)^r t)$ for $t \geq 0$, is a solution of (2) such that

$$y(t) = x(t) \quad \text{for} \quad 0 \leq t < T \quad \text{and} \quad y(t) \to 0 \quad \text{as} \quad t \to +\infty.$$

Thus, $x_0 \in A$, and the proof of $A = \mathbb{R}^n$ is complete. Since we know the zero solution of $\dot{x} = f(x)$, $x \in A$, is strongly stable in $A$ (see [9, proof of Theorem 12]), we can apply Theorem 1, thereby obtaining a Lyapunov function $V$ associated with $f$ which is of class $C^\infty$ on $\mathbb{R}^n$ and which tends to infinity with $\|x\|$. Now, a candidate for the Lyapunov function $\hat{V}$ of Theorem 2 is proposed by the following proposition.
Proposition 2. Let \( f \) and \( p \) be as in Theorem 2. Let \( a \in C^\infty(\mathbb{R}, \mathbb{R}) \) be such that
\[
a = \begin{cases} 
0 & \text{on } (-\infty, 1], \\
1 & \text{on } [2, \infty),
\end{cases}
\]
and \( a' \geq 0 \) on \( \mathbb{R} \).

Let \( k \) be a positive integer. Then the function
\[
\hat{V}(x) := \begin{cases} 
\int_0^1 \frac{1}{t^{k+1}} (a \circ V)(t^{\tau_i}x_1, \ldots, t^{\tau_n}x_n) \, dt & \text{if } x \in \mathbb{R}^n \setminus \{0\}, \\
0 & \text{if } x = 0,
\end{cases}
\]
is well defined, of class \( C^\infty \) on \( \mathbb{R}^n \setminus \{0\} \), and satisfies
\begin{enumerate}[(a)]
  \item \( \nabla \hat{V}(x) \cdot f(x) < 0 \),
  \item \( \hat{V}(s^{r_1}x_1, \ldots, s^{r_n}x_n) = s^k \hat{V}(x_1, \ldots, x_n) \),
\end{enumerate}
for all \( (x_1, \ldots, x_n) \in \mathbb{R}^n \setminus \{0\} \) and \( s > 0 \).

Moreover, if \( k > p \cdot \max \{r_i \mid 1 \leq i \leq n\} \), then \( \hat{V} \) is \( C^p \) at 0.

Proof. Since \( V(x) \) tends to infinity with \( \|x\| \) and vanishes at 0, the function \( \hat{V} \) is well defined. Moreover, we may find two numbers \( l > 0 \) and \( L > 0 \) such that
\[
V(t^{\tau_1}x_1, \ldots, t^{\tau_n}x_n) \leq 1 \quad \text{for all } \|x\| \in \left[\frac{1}{2}, 2\right], t \leq l, \\
V(t^{\tau_1}x_1, \ldots, t^{\tau_n}x_n) \geq 2 \quad \text{for all } \|x\| \in \left[\frac{1}{2}, 2\right], t \geq L.
\]
Then, for all \( x \in \mathbb{R}^n \) such that \( \|x\| \in \left(\frac{1}{2}, 2\right) \),
\[
\hat{V}(x) = \int_l^L \frac{1}{t^{k+1}} (a \circ V)(t^{\tau_1}x_1, \ldots, t^{\tau_n}x_n) \, dt + \frac{1}{kL^k}.
\]
Clearly, \( \hat{V} \) is \( C^\infty \) on \( \{x \mid \|x\| \in \left(\frac{1}{2}, 2\right)\} \), and we may write, on this set
\[
\frac{\partial \hat{V}}{\partial x_i}(x) = \int_l^L \frac{t^{\tau_i}}{t^{k+1}} a'(V(t^{\tau_1}x_1, \ldots, t^{\tau_n}x_n)) \frac{\partial V}{\partial x_i}(t^{\tau_1}x_1, \ldots, t^{\tau_n}x_n) \, dt.
\]
Hence, by (1),
\[
\sum_{i=1}^n f_i \frac{\partial \hat{V}}{\partial x_i} = \int_l^L \frac{1}{t^{k+1}} a'(V(t^{\tau_1}x_1, \ldots, t^{\tau_n}x_n)) \left[ \sum_{i=1}^n f_i \frac{\partial V}{\partial x_i}(t^{\tau_1}x_1, \ldots, t^{\tau_n}x_n) \right] \, dt,
\]
and since \( a'(s) > 0 \) for some \( s \in (1, 2) \), \( \nabla \hat{V}(x) \cdot f(x) < 0 \) holds for \( \frac{1}{2} < \|x\| < 2 \).

By an obvious change of variable of integration, we obtain at once (b). Hence, \( \hat{V} \) is \( C^\infty \) on \( \mathbb{R}^n \setminus \{0\} \) and (a) is true. (See (5).)

Now, let \( k > p \cdot \max \{r_i \mid 1 \leq i \leq n\} \). For a multiindex \( \alpha = (\alpha_1, \ldots, \alpha_n) \) let \( \partial^\alpha \) denote \( \partial^{\alpha_1+\cdots+\alpha_n}/\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n} \). Then, by a straightforward induction argument using (4), we get, for \( \tau > 0 \) and \( y \in S^{n-1} \),
\[
\partial^\alpha \hat{V}(s^{r_1}y_1, \ldots, s^{r_n}y_n) = s^{k-\alpha_r} \partial^\alpha \hat{V}(y_1, \ldots, y_n).
\]
Hence, by Lemma 1, for \( 0 \leq \alpha_1 + \cdots + \alpha_n \leq p \), \( \partial^\alpha \hat{V}(x) \rightarrow 0 \) as \( \|x\| \rightarrow 0 \). It follows that \( \hat{V} \) is \( C^p \) at the origin of \( \mathbb{R}^n \). This completes the proof of Proposition 2, as well as Theorem 2.

3. Robustness of stable homogeneous systems

The theorem we just proved will be used now to give simpler proofs of two results of control theory. By the way we shall weaken somewhat their hypotheses: the smoothness of \( f \) in [1, Proposition 3] and
the uniqueness of solutions in [6, Theorem 1] will no longer be required. The first result claims that a by means of homogeneous feedback stabilizable homogeneous system gives rise, after adding an integrator, to a stabilizable system.

**Proposition 3.** Let \( f = (f_i)_{i=1,n} : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \) be a \( C^0 \) map such that

\[
\forall i = 1, \ldots, n, \forall x = (x_i)_{i=1,n} \in \mathbb{R}^n, \forall t \geq 0, \forall u \in \mathbb{R}
\]

\[
f_t(t^r x_1, \ldots, t^r x_n, t^{r+1} u) = t^{r+1} f_i(x_1, \ldots, x_n, u)
\]

for some \( r_i > 0, 1 \leq i \leq n + 1, \) and some \( r \in (-\min_i \{r_i\}, \infty). \) Assume that the system \( \dot{x} = f(x, u) \) is locally asymptotically stabilizable with a continuous feedback law \( u : \mathbb{R}^n \to \mathbb{R} \) such that

\[
u(t^r x_1, \ldots, t^r x_n) = t^{r+1} u(x_1, \ldots, x_n) \quad \forall x = (x_i)_{i=1,n} \in \mathbb{R}^n, \forall t \geq 0.
\]

Under these conditions, the system \( \dot{x} = f(x, u) \), \( \dot{y} = v \) is globally asymptotically stabilizable with a continuous feedback law \( v : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) such that

\[
\forall x = (x_i)_{i=1,n} \in \mathbb{R}^n, \forall y \in \mathbb{R}, \forall t \geq 0 \quad v(t^r x_1, \ldots, t^r x_n, t^{r+1} y) = t^{r+1} v(x_1, \ldots, x_n, y).
\]

Proposition 3 is proved in [1] under the extra assumption that \( f \) is of class \( C^1 \).

The following lemma, which provides a smooth homogeneous stabilizing control law \( \tilde{u} \) and a homogeneous Lyapunov function associated with the system \( \dot{x} = f(x, \tilde{u}(x)) \) is a key technical step in the proof of Proposition 3. We shall only simplify the proof of this lemma, the proof of Proposition 3 being the same as in [1]. Note that in this case no smoothness assumption on \( f \) is needed.

**Lemma 2 (Lemma 3 in [1]).** Under the assumptions of Proposition 3, there exist

(i) a stabilizing control law \( \tilde{u} : \mathbb{R}^n \to \mathbb{R} \) in \( C^1((\mathbb{R}^n \setminus \{0\}) \cap C^0(\mathbb{R}^n) \) which satisfies

\[
\tilde{u}(t^r x_1, \ldots, t^r x_n) = t^{r+1} \tilde{u}(x_1, \ldots, x_n) \quad \forall x = (x_i)_{i=1,n} \in \mathbb{R}^n, \forall t \geq 0;
\]

(ii) a \( C^1 \) function \( \tilde{V} : \mathbb{R}^n \to \mathbb{R} \) which is positive definite (see [4, Def. 24.3]), radially unbounded (see [4, Def. 24.5]) and satisfies

\[
\tilde{V}(t^r x_1, \ldots, t^r x_n) = t^k \tilde{V}(x_1, \ldots, x_n) \quad \forall x = (x_i)_{i=1,n} \in \mathbb{R}^n, \forall t \geq 0
\]

where \( k \) is a real number satisfying: \( k > r_i, \forall i \in \{1, \ldots, n\} \);

such that

\[
\forall \tilde{V}(x) \cdot f(x, \tilde{u}(x)) < 0 \quad \forall x \in \mathbb{R}^n \setminus \{0\}. \quad (8)
\]

**Proof.** Using Theorem 2, we know there exists, for the system \( \dot{x} = f(x, u(x)), x \in \mathbb{R}^n \), a Lyapunov function \( \tilde{V} \) of class \( C^1 \), which is homogeneous (with the same \( r_i \), for \( 1 \leq i \leq n \), as for \( f \)). The restriction of \( u \) to \( S^{n-1} \) is easily approximated by a smooth function \( \tilde{u} \) satisfying \( \nabla \tilde{V}(x) \cdot f(x, \tilde{u}(x)) < 0 \) for all \( x \in S^{n-1} \). Then it is sufficient to extend \( \tilde{u} \) to \( \mathbb{R}^n \) as a homogeneous function, i.e. to set

\[
\tilde{u}(x) = \begin{cases} (\psi_i(x))_{i=1,n} \tilde{u}(\psi_1(x), \ldots, \psi_n(x)) & \text{if } x \neq 0, \\ 0 & \text{if } x = 0,
\end{cases}
\]

for getting (i) and (ii). ((8) follows from (5).)

The second result, which claims that a stable homogeneous system remains stable after adding higher order perturbing terms, comes from [6], and is proved by the author of this article under the extra assumption that the solution of \( \dot{x} = f(x), x(0) = x_0 \) is unique on \([0, +\infty)\) for any \( x_0 \in \mathbb{R}^n \).

**Theorem 3 (Theorem 1 in [6]).** Let \( f, r_1, \ldots, r_n \) be as in Theorem 2 and \( g \) be a continuous vector valued function defined on \( \mathbb{R}^n \) such that, for all \( i \in \{1, \ldots, n\} \),

\[
g(t^r x_1, \ldots, t^r x_n)/t^{r+1} \to 0 \quad \text{uniformly on } S^{n-1}
\]
\( t \to 0 \). Then if the zero solution of \( \dot{x} = f(x) \) is locally asymptotically stable, the same is true for the zero solution of \( \dot{x} = f(x) + g(x) \).

**Proof.** We denote, as Hermes, \( \delta'_t x = (t^{r_1}x_1, \ldots, t^{r_n}x_n) \) for \( t > 0 \) and \( x \neq 0 \). Let \( V \) be a Lyapunov function for the system \( \dot{x} = f(x) \), which is of class \( C^1 \) and homogeneous (see Theorem 2). Thus, for some \( k \in \mathbb{R} \) we have \( \forall t > 0, \forall x \neq 0 \) \( V(\delta'_t x) = t^k V(x) \). So, for \( x \in S^{n-1} \) and \( t \in (0, 1) \) we get (see (5))

\[
\begin{align*}
    f(\delta'_t x) \cdot \nabla V(\delta'_t x) &= t^{k+r} f(x) \cdot \nabla V(x) \\
    \text{Let} \lambda \text{ be the negative number } &\max_{x \in S^{n-1}} |f(x)|. \\
    Since g(\delta'_t x) \cdot \nabla V(\delta'_t x) &= o(t^{k+r}) \text{ uniformly on } S^{n-1} \text{ as } t \to 0, \text{ there exists } t_0 \text{ in } (0, 1) \text{ such that, for } 0 < t < t_0 \text{ and } x \in S^{n-1}, \text{ we have} \\
    \left| g(\delta'_t x) \cdot \nabla V(\delta'_t x) \right| &\leq \frac{1}{2} t^{k+r} |\lambda| \\
    \text{Therefore, for } 0 < t < t_0 \text{ and } x \in S^{n-1}, \text{ we have } (f(\delta'_t x) + g(\delta'_t x)) \cdot \nabla V(\delta'_t x) &\leq \frac{1}{2} t^{k+r} |\lambda| < 0. \text{ Now the set} \\
    \{\delta'_t x, 0 < t < t_0, x \in S^{n-1} \} \cup \{0\} \text{ is a neighborhood of the origin in } \mathbb{R}^n, \text{ since by Lemma 1, 2) there exists} \\
    r_0 > 0 \text{ such that } 0 \leq \|x\| < r_0 \text{ implies } 0 < \psi_0(x) < t_0. \text{ Thus the function } V \text{ is, in a neighborhood of 0, a} \\
    \text{Lyapunov function for } f + g. \text{ It follows that the trivial solution of the system } \dot{x} = (f + g)(x) \text{ is locally} \\
    \text{asymptotically stable (see [5, Th. 8.2, Ch. III]).}
\end{align*}
\]
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