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The “smooth” quantum hydrodynamic (QHD) model is derived specifically to handle in a mathematically rigorous way the discontinuities in the classical potential energy which occur at heterojunction barriers in quantum semiconductor devices. Smooth QHD model simulations of the resonant tunneling diode are presented which exhibit enhanced negative differential resistance when compared with simulations using the original $O(h^2)$ QHD model. In addition, smooth QHD simulations of a classical electron shock wave are presented which agree with classical hydrodynamic model simulations and which do not exhibit the spurious dispersive oscillations of the $O(h^2)$ QHD model.
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1. INTRODUCTION

An extension of the classical hydrodynamic model to include quantum transport effects was presented in Refs. [1, 2]. This “smooth” quantum hydrodynamic (QHD) model is derived specifically to handle in a mathematically rigorous way the discontinuities in the classical potential energy which occur at heterojunction barriers in quantum semiconductor devices. The model is valid to all orders of $h^2/(mT_0 l^2)$ (where $m$ is the electron effective mass, $T_0$ is the ambient temperature, and $l$ is a typical length scale for the problem) and to first order in the classical potential energy.

The smooth QHD equations have the same form as the classical hydrodynamic equations:

$$\frac{\partial n}{\partial t} + \frac{\partial}{\partial x_i} (n u_i) = 0 \quad (1)$$

$$\frac{\partial}{\partial t} (m n u_j) + \frac{\partial}{\partial x_i} (m n u_i u_j - P_{ij})$$

$$= -n \frac{\partial V}{\partial x_j} - \frac{m n u_j}{\tau_p} \quad (2)$$

$$\frac{\partial W}{\partial t} + \frac{\partial}{\partial x_i} (u_i W - u_j P_{ij} + q_i)$$

$$= -n u_i \frac{\partial V}{\partial x_i} - \frac{(W - (3/2)n T_0)}{\tau_w} \quad (3)$$

---
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where \( n \) is the electron density, \( u_i \) is the velocity, \( P_{ij} \) is the stress tensor, \( \mathcal{V} \) is the potential energy, \( W \) is the energy density, and \( q_i \) is the heat flux. Indices \( i,j \) equal 1, 2, 3, and repeated indices are summed over. Electron scattering is modeled by the standard relaxation time approximation, with momentum and energy relaxation times \( \tau_p \) and \( \tau_w \).

The stress tensor and energy density are

\[
P_{ij} = -nT \delta_{ij} - \frac{\hbar^2 n}{4mT} \frac{\partial^2 \mathcal{V}}{\partial x_i \partial x_j} \tag{4}
\]

\[
W = \frac{3}{2} nT + \frac{1}{2} mu^2 + \frac{\hbar^2 n}{8mT} \nabla^2 \mathcal{V} \tag{5}
\]

where \( T \) is the temperature of the electron gas and the “quantum” potential \( \mathcal{V} \) is given by \( (\beta = 1/T) \)

\[
\mathcal{V}(\beta, x) = \int_0^\beta d\beta' \left( \frac{\beta'}{\beta} \right)^2 \int d^3 x' \left( \frac{2m\beta}{\pi(\beta - \beta')(\beta + \beta')\hbar^2} \right)^{3/2} \times \exp \left\{ -\frac{2m\beta}{(\beta - \beta')(\beta + \beta')\hbar^2} (x' - x)^2 \right\} \mathcal{V}(x') \tag{6}
\]

The transport equations (1)–(3) are coupled to Poisson’s equation for the electrostatic potential energy

\[
\nabla \cdot (\varepsilon \nabla \mathcal{V}_P) = \varepsilon^2 (N - n) \tag{7}
\]

where \( \varepsilon \) is the dielectric constant, \( \varepsilon > 0 \) is the electronic charge, and \( N \) is the density of donors. The total potential energy \( \mathcal{V} \) consists of two parts, one from Poisson’s equation \( \mathcal{V}_P \) and the other from the potential barriers \( \mathcal{V}_B \):

\[
\mathcal{V} = \mathcal{V}_B + \mathcal{V}_P. \tag{8}
\]

\( \mathcal{V}_P \) has a step function discontinuity at potential barriers.

To derive the stress tensor and energy density, we constructed an effective density matrix as an \( O(\beta V) \) solution to the Bloch equation. Then using the momentum-shifted effective density matrix, we took moments of the quantum Liouville equation to derive the smooth QHD equations [1].

The original \( O(h^2) \) QHD equations (see Refs. [3, 4] and references therein) have been remarkably successful in simulating the effects of electron tunneling through potential barriers including single and multiple regions of negative differential resistance and hysteresis in the current-voltage curves of resonant tunneling diodes [4, 5, 6]. The stress tensor and energy density for the \( O(h^2) \) model are the same as in Eqs. (4) and (5), with \( \mathcal{V} \) replaced by its \( h^2/(mT^2) \rightarrow 0 \) approximation

\[
\mathcal{V} = \frac{V}{3} + O(h^2/(mT^2)). \tag{9}
\]

However in order to avoid infinite derivatives at heterojunctions, the model relies on replacing (third) derivatives of the potential with derivatives of the logarithm of the electron density using the thermal equilibrium ansatz

\[
n \sim \exp\{-\beta V\}. \tag{10}
\]

The thermal equilibrium ansatz breaks down for applied voltages \( \Delta V \) for which \( \beta \Delta V \sim 1 \).

The smooth QHD equations avoid the second derivatives of a delta function that occur at heterojunction discontinuities in the \( O(h^2) \) theory (before using the ansatz (10)). In fact, the smooth QHD equations contain at worst a step function discontinuity.

To see this, we define the 1D smooth effective potential in the momentum conservation equation (2) as the most singular part of \( \mathcal{V} - P_{11} \):

\[
U = V + \frac{\hbar^2}{4mT} \frac{d^2 \mathcal{V}}{dx^2}. \tag{11}
\]

As can be proved using Fourier transforms [1], the smooth effective potential is smoother by two degrees than the classical potential \( V \); i.e., if \( V \) has a discontinuity, then \( U \) is once differentiable.

The double integration (over both space and temperature) provides sufficient smoothing so that the \( P_{11} \) term in the smooth effective potential
cancels the leading singularity in the classical potential at a barrier (see Fig. 1), leaving a residual smooth effective potential with a lower potential height in the barrier region. This cancellation and smoothing makes the barriers partially transparent to the particle flow and provides the mechanism for particle tunneling in the QHD model. Note that the effective barrier height approaches zero as $T \to 0$. This effect explains in fluid dynamical terms why particle tunneling is enhanced at low temperatures. As $T \to \infty$, the effective potential approaches the classical double barrier potential and quantum effects in the QHD model are suppressed.

Jump relations may be derived by integrating the QHD equations (1)–(3) across a wave:

$$-\frac{\hbar^2}{4m} \left[ \frac{d^2\hat{V}}{dx^2} \right] = \hat{V} \tag{12}$$

$$\kappa \left[ \frac{dT}{dx} \right] = -\frac{1}{2} nu[V] \tag{13}$$

where $u$ is the normal velocity and $[\chi] = \chi_+ - \chi_-$ is the jump in $\chi$ across the wave. Equation (12) says that the jump in the classical potential $V$ is cancelled by the jump in the quantum part of the stress tensor and Eq. (13) says that the jump in $dT/dx$ is controlled by the jump in $V$.

2. SIMULATION OF THE RTD

The smooth QHD transport equations are a set of hyperbolic PDEs with a parabolic heat conduction term in the energy conservation equation. Hyperbolic methods from computational gasdynamics like the ENO, piecewise parabolic, and discontinuous Galerkin methods are well suited for simulating the transient smooth QHD model. Steady-state solutions may be obtained as the asymptotic large $t$ limit.

Here we will use a simple, robust steady-state method that is an order of magnitude faster than the transient solvers in 1D. The 1D steady-state smooth QHD equations are discretized [4] using a conservative upwind method adapted from computational fluid dynamics. The discretized equations are then solved by a damped Newton method.

We present simulations of a GaAs resonant tunneling diode with $Al_{x}Ga_{1-x} As$ double barriers at 77 K. The barrier height is set equal to 0.05 eV. The diode consists of $n^+$ source (at the left) and drain (at the right) regions with the doping density $N = 10^{18}$ cm$^{-3}$, and an $n$ channel with $N = 5 \times 10^{15}$ cm$^{-3}$. The channel is 250 Å long, the barriers are 50 Å wide, and the quantum well between the barriers is 50 Å wide. Note that the device has 50 Å spacers between the barriers and the contacts.

Smooth QHD simulations of the resonant tunneling diode exhibit enhanced negative differential resistance when compared to simulations using the original $O(h^2)$ QHD model. The current-voltage curve for the resonant tunneling diode at 77 K is plotted in Figure 2. It is interesting that the original $O(h^2)$ QHD model fails to produce negative differential resistance for this device. Note that the I–V curves agree in the thermal equilibrium limit $V \to 0$. Thus we believe the original $O(h^2)$ QHD model is only valid for applied voltages $\Delta V$ for which $\beta \Delta V \ll 1$.

3. SIMULATION OF AN ELECTRON SHOCK WAVE

Classical hydrodynamic model simulations of a steady-state electron shock wave [7] in a one
FIGURE 2. Current density in kiloamps/cm² vs. voltage for the resonant tunneling diode at 77 K. The solid curve is the smooth QHD computation and the dotted line is the $O(h^2)$ computation. The barrier height is 0.05 eV.

micron Si semiconductor device at 77 K were validated in Ref. [8] by a Monte Carlo simulation of the Boltzmann equation using the DAMOCLES [9] program. A shock profile develops in the channel as the supersonic flow on entering the channel breaks to a subsonic flow, in analogy with gas dynamical flow in a Laval nozzle. The electron shock wave is analogous to the gas dynamical shock wave in the Laval nozzle, where the $n^+ - n - n^+$ doping of the diode corresponds to the converging/diverging geometry of the Laval nozzle.

The steady-state upwind shock simulations presented in Refs. [7,8] were reproduced in Ref. [10] using a time-dependent "essentially non-oscillatory" (ENO) upwind scheme, a higher-order Godunov method.

In this Section I will compare classical hydrodynamic vs. smooth and $O(h^2)$ QHD simulations of an electron shock wave in a GaAs $n^+ - n - n^+$ diode at 77 K. The $n^+$ doping density is $10^{18}$ cm⁻³ and the $n$ doping density is $10^{15}$ cm⁻³. The diode consists of a 0.1 micron source, a 0.1 micron channel, and a 0.1 micron drain.

Figure 3 presents the classical hydrodynamic model vs. smooth QHD and $O(h^2)$ QHD model simulations with 900 $\Delta x$ of an electron shock wave at a bias of $V = 1$ volt. The shock profile is most clearly visible in the velocity plot Figure 3 (the

FIGURE 3. Electron velocity in $10^6$ cm/s exhibiting an electron shock wave for the $n^+ - n - n^+$ diode: classical hydrodynamic (solid), smooth QHD (dotted), $O(h^2)$ QHD (solid oscillatory). $x$ is in 0.1 microns.
electrons flow from left to right). The flow is supersonic (Mach 12.4) at the velocity peak just inside the channel, and subsonic (Mach 0.6) at the end of the wave where the velocity makes a “bend” to the plateau in the channel. Small quantum effects primarily associated with the source/channel junction slightly lower the peak velocity of the smooth QHD simulation with respect to the classical hydrodynamic results.

The smooth QHD transport equations have four hyperbolic modes and one parabolic heat conduction mode. The original $O(h^2)$ QHD transport equations in contrast have two hyperbolic modes, two Schrödinger modes, and one parabolic mode. The dispersive Schrödinger modes are mathematically problematic [11] for transonic flows in which the electron velocity $v$ changes from supersonic ($v > c$) to subsonic ($v < c$) (where $c = \sqrt{T/m}$ is the soundspeed in the electron gas), creating dispersive oscillations just before the shock wave breaks (see Pietra and Pohl’s analysis). The QHD simulations presented here incorporate real heat conduction as well as numerical viscosity, so only a few oscillations are reflected in Figure 3.
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